
Evaluating Reading Comprehension Exercises Generated by LLMs:
A Showcase of ChatGPT in Education Applications

Changrong Xiao1, Sean Xin Xu1, Kunpeng Zhang2, Yufang Wang3, Lei Xia4

1School of Economics and Management, Tsinghua University
2Department of Decision, Operations & Information Technologies, University of Maryland

3Beijing Xicheng Educational Research Institute
4Shawn Tech

xcr21@mails.tsinghua.edu.cn, xuxin@sem.tsinghua.edu.cn,

kpzhang@umd.edu, wangwang7587@163.com, xialei@shawntech.com.cn

Abstract
The recent advancement of pre-trained Large
Language Models (LLMs), such as OpenAI’s
ChatGPT, has led to transformative changes
across fields. For example, developing intel-
ligent systems in education that harness the
linguistic capabilities of LLMs has a visible
potential. Though researchers have recently
explored how ChatGPT could possibly assist
in student learning, few studies have applied
these techniques to real-world classroom set-
tings involving teachers and students. In this
study, we implement a reading comprehension
exercise generation system that provides high-
quality and personalized reading materials for
middle school English learners in China. Ex-
tensive evaluations of the generated reading
passages and corresponding exercise questions,
conducted both automatically and manually,
demonstrate that the system-generated mate-
rials are suitable for students and even surpass
the quality of existing human-written ones. By
incorporating first-hand feedback and sugges-
tions from experienced educators, this study
serves as a meaningful pioneering application
of ChatGPT, shedding light on the future design
and implementation of LLM-based systems in
the educational context.

1 Introduction

Reading comprehension is a vital skill that English
learners need to develop and master. Chinese mid-
dle school students, for instance, are required to do
numerous English practices, including reading at
least 150,000 words of supplemental materials to
enhance their reading abilities, as mandated by the
English Curriculum Standards.

Through interviews with experienced English
teachers in Beijing, we discovered a challenge
faced by both educators and students: the repeated
use of outdated reading materials, with only minor
modifications made, if any. For instance, Grade 8
students are likely to practice the same exercises
used by their predecessors in the previous academic

year (currently Grade 9 students). English teachers
believe that offering up-to-date, engaging reading
exercises tailored to each student’s capabilities and
interests can spark their enthusiasm for learning
and ultimately boost their English proficiency.

However, obtaining a large collection of diverse,
customized, high-quality English reading exercises
proves to be a non-trivial task. There is an abun-
dance of articles in newspapers, magazines, text-
books, and children’s books from English-speaking
countries that could serve as potential sources
of reading materials for middle school students.
Nonetheless, adjustments and rewrites are typically
necessary due to variations in topic, length, and
difficulty level. Moreover, even for veteran teach-
ers, crafting appropriate exercise questions based
on textual materials is still not easy.

Pre-trained Large Language Models (LLMs)
have been proposed by researchers as a means to
address this labor-intensive and unscalable issue
(Zhai, 2022; Dwivedi et al., 2023). Reading com-
prehension exercises typically consist of two com-
ponents: a lengthy, coherent passage and several
multiple-choice questions that align with its con-
tent. To generate such exercises, LLMs need to
possess a deep understanding and inference capa-
bility of human language. While the generation
of long texts (such as stories, news articles, and
poems) (Li et al., 2021) and question-and-answer
(Q&A) pairs (Kurdi et al., 2020) have been exten-
sively studied, existing task-specific models fall
short of meeting our needs. For instance, the gen-
erated content still remains distinguishable from
human-written text, and the level of personaliza-
tion for different learners is inadequate (Kurdi et al.,
2020), making these models unsuitable for direct
application in educational settings.

Recently, OpenAI released ChatGPT1, a versa-
tile and interactive chatbot that outperforms state-
of-the-art models in various NLP tasks, even in

1https://openai.com/blog/chatgpt
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zero-shot or few-shot scenarios. This powerful
LLM presents numerous opportunities for educa-
tion, including the creation of reading materials and
customized practice questions. In this study, we at-
tempt to develop a system for middle school teach-
ers and students that leverages ChatGPT to gener-
ate reading comprehension exercises. Guided by
carefully crafted prompts, ChatGPT can produce
personalized reading passages and multiple-choice
questions of high quality. To assess the generated
exercises and the overall system, human evaluators
(comprising students, teachers, and native speak-
ers) conducted an extensive analysis, determining
that the system holds promise for implementation
in middle schools and has the potential to make a
significant educational impact. In summary, this
study makes threefold contributions:

• We fully leverage the capabilities of the state-
of-the-art LLMs to tackle complex and com-
pound tasks, integrating them within a care-
fully designed education system2. The read-
ing passages and exercise questions generated
by our system significantly surpass the quality
of those produced by previous models, with
some even exceeding the standard of human-
written textbook exercises.

• To the best of our knowledge, our reading ex-
ercise generation system is among the first
applications of ChatGPT in the education con-
text. The system has been utilized by middle
school English teachers, making real impacts
in schools.

• We gather feedback from both experts and gen-
eral users regarding the efficacy of our system.
We believe this is valuable, as there are few
instances of ChatGPT applications being em-
ployed in real-world educational settings. Our
findings offer insights for future researchers
and practitioners to develop more effective
AI-driven educational systems.

2 Related Work

LLM and Controllable Text Generation With
the emergence of Transformers (Vaswani et al.,
2017), LLMs have been thriving and shown good

2The codes for our system is available at
https://anonymous.4open.science/r/
Reading-Exercise-Generation-System-55CA/,
and we also provide an online demo at http:
//8.216.54.243:8083/

performance in various NLP tasks (Qiu et al., 2020).
For example, OpenAI’s GPT series models are pow-
erful LLMs that perform well in long open-ended
text generation. While they are able to generate
texts of high fluency, researchers have found that
as the generated text gets longer, it starts to wander,
switch to unrelated topics, and become incoherent
(Rashkin et al., 2020). By fine-tuning with specific
domain data or applying some plug-and-play ap-
proaches like PPLM (Dathathri et al., 2020), LLMs
will obtain some controllability and generate more
coherent text, though the quality is still limited.

ChatGPT is trained on the basis of GPT-3.5 or
GPT-4 with additional human instructs. It has great
in-context learning ability, which means it can "un-
derstand" requirements in the input prompts with-
out additional information (zero-shot) or learning
from several given examples (few-shot). Even with-
out massive domain knowledge, ChatGPT is able
to follow human instructions and generate text of
higher quality. For example, if we want a reading
passage about school life in 200 words, we can just
"tell" ChatGPT the topic and length requirements
in the prompt.

ChatGPT in Education With the thriving of
AI technology, its applications in education have
been increasing, transforming ways of teaching
and learning (Zhang and Aslan, 2021). Recog-
nizing the surprising capacity of LLMs, such as
ChatGPT, researchers have been discussing their
enormous potential impacts in various educational
scenarios (Zhai, 2022). Some studies (Dwivedi
et al., 2023; Pettinato Oltz, 2023) suggested that
ChatGPT can provide students with basic educa-
tional materials. LLMs are trained on vast corpora
created by humans to “learn” the language, and
now they can “teach” human learners what they
have already learned. Moreover, as the nature of
a chatbot, ChatGPT can play as a one-on-one tu-
tor offering real-time feedback (Zentner, 2022),
personalized evaluations and suggestions (Baidoo-
Anu and Owusu Ansah, 2023; Zhang, 2023), and
other learning supports (Dwivedi et al., 2023), such
as improving the engagement and autonomy of stu-
dents (Firat, 2023) and addressing the low teacher-
student ratio problem (Chen et al., 2023).

On the other hand, the misuse of ChatGPT has
existed since its release (Zhang et al., 2023). A
poll (Tangermann, 2023) done by Study.com (an
online course provider) reveals that 89% of the par-
ticipating students utilized ChatGPT for homework

https://anonymous.4open.science/r/Reading-Exercise-Generation-System-55CA/
https://anonymous.4open.science/r/Reading-Exercise-Generation-System-55CA/
http://8.216.54.243:8083/
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and 48% of them confessed to using ChatGPT for
at-home tests. It is important and still under explo-
ration to design suitable learning tasks and systems
that can guide students to use ChatGPT properly as
a helpful learning assistant.

Evaluation of Long Text Generation To eval-
uate the quality of the generated long text, re-
searchers have developed several metrics, including
Self-BLEU (Zhu et al., 2018) and n-gram repeti-
tion score (Welleck et al., 2019). They are often
unreliable and inconsistent with human judgment
(Belz et al., 2020). Therefore, human evaluation
remains the gold standard for most long text genera-
tion tasks, even it is expensive and time-consuming
(Celikyilmaz et al., 2020).

Belz and Reiter (2006) grouped the common
human evaluation approaches into intrinsic and ex-
trinsic ones. Most current text generation tasks are
measured with intrinsic human evaluations, where
participants are asked to rate the quality of the
generated text, either overall or along with some
designed dimensions (e.g., fluency, coherence, and
correctness) (Celikyilmaz et al., 2020). Likert and
sliding scale are commonly used scoring methods,
even with many limitations (e.g., inconsistency,
not straightforward) (Celikyilmaz et al., 2020). To
address this, comparative approaches, such as rank-
ing, have been proposed and found to achieve high
inter-annotator agreement (Callison-Burch et al.,
2007). On the other hand, the extrinsic evaluation
measures how successful a system is in downstream
tasks, from both a user’s success in a task and the
system’s success in fulfilling its purpose (Celikyil-
maz et al., 2020; Hastie and Belz, 2014).

3 Methods

3.1 Reading passage Generation Baseline
We use a fine-tuned GPT-2 (Radford et al., 2019)
with PPLM (Dathathri et al., 2020) control as the
baseline method to generate reading passages. The
two-stage development of the baseline model is
shown in Figure 1.

Figure 1: The fine-tuned GPT-2 + PPLM baseline

In the first step, we fine-tune our base LLM,

GPT-2 medium, using two reading datasets ob-
tained from middle school teachers: supplemental
reading materials (Dataset 1) and textbook exercise
passages that are currently used in middle schools
(Dataset 2). We adopt a two-step fine-tuning strat-
egy with varying learning rates to accommodate
the distinct characteristics of each dataset. In the
second step, we employ PPLM, a plug-and-play
controllable text generation approach, to guide the
fine-tuned language model in generating more co-
herent passages based on specified topic keywords.
For more details, please refer to the Appendix A.

3.2 ChatGPT for Reading Exercise
Generation

Utilizing the impressive capabilities of ChatGPT,
we manually design input prompts to generate high-
quality reading comprehension passages without
the need for fine-tuning or additional control meth-
ods. In this study, we produce textual content in
two settings: zero-shot and one-shot, which allow
us to control the output to varied degrees.

In the zero-shot setting, we instructed ChatGPT
to be a helpful learning assistant capable of gener-
ating high-quality reading passages in the system
prompt. We provided customized requirements
within the conversation prompt, including length,
genre, difficulty level, and topics. In addition to cre-
ating reading passages from scratch, teachers often
source content from the web or other materials and
seek to adapt them into suitable reading passages
for students. Thus we added an extra requirement,
a referenced passage, in the one-shot setting.

We also generate questions and correspond-
ing answers for given passages using appropriate
prompts. We set the number of questions, the num-
ber of options per question, and the question type
for customization in the input prompt. ChatGPT
can generate exercise questions based on either
a passage it previously created or a passage pro-
vided by users. Moreover, an extra toxicity check
is applied before the generated exercises are made
available to teachers and students.

We will describe the process of reading exer-
cise generation using ChatGPT and the design of
appropriate prompts in Appendix B.

3.3 System Design
Catering to non-technical users such as middle
school teachers and students, we integrate the fea-
tures discussed in previous sections into a uni-
fied system with a graphical user interface. The



Figure 2: The screenshot of the system interface.

prompts and API calls are managed at the system
backend, while a user-friendly and straightforward
interface (Figure 2) is designed for ease of use3.

On the left side of the interface, users can easily
set their requirements, with each previously men-
tioned feature incorporated. The output reading
passages and exercise questions are displayed on
the right. These text areas are editable, allowing
teachers to further modify the generated content
to create a final version of exercises suitable for
student practice.

4 Evaluation

4.1 Reading Passage Quality Assessment
In this section, we evaluate the quality of the gen-
erated reading passages. First, we apply automatic
metrics commonly used in the literature. Then we
conduct multiple human evaluations with different
groups of evaluators to extensively verify the high
quality of materials generated by our system and
the feasibility of using them in real practices.

Automatic Metrics Table 1 presents the quan-
titative performance comparison of ChatGPT-
generated reading passages with those produced

3During the paper review time period, the system demo
can be viewed through the link http://8.216.54.243:
8083/. Several middle school teachers have been using the
demo system for trials. If teachers have further needs to
promote the system at a larger scale in the future, the system
will be updated and may be migrated to other hosts. We will
keep the link up-to-time in our GitHub repository.

by the baseline model and those written by human
educators in textbooks. In general, the results indi-
cate that the passages generated by the fine-tuned
GPT-2 baseline are the easiest to read, and their
NLL is the lowest. However, this does not neces-
sarily imply that the fine-tuned GPT-2 is the best
model (Wang et al., 2022), as it may be overfitted in
terms of NLL and generate text with high repetition.
Moreover, high readability does not guarantee that
the passages are logical and coherent, which are
important dimensions for evaluating the quality of
generated long text. Although ChatGPT-generated
passages receive the lowest readability scores, they
exhibit greater diversity.

Readability Diversity

NLL SMOG Flesch TTR Rep.

Human 21.89 8.46 81.46 53.84 3.06
GPT-2 18.60 6.59 92.50 44.76 4.05

ChatGPT 24.90 9.81 73.29 56.51 2.28

Table 1: Automatic evaluation metrics of the three
groups of reading passages. NLL (Alihosseini et al.,
2019): the average negative log-likelihood loss; SMOG
(McLaughlin, 1969): SMOG grade index estimates the
years of education needed to understand the writing;
Flesch (Flesch, 1979): Flesch reading-ease test, higher
scores indicate material that is easier to read; TTR (%)
(Richards, 1987; Celikyilmaz et al., 2020): the number
of unique words (types) divided by the total number of
words (tokens); Rep. (%) (Welleck et al., 2019; Pascual
et al., 2021): the proportion of repeated 4-grams.

http://8.216.54.243:8083/
http://8.216.54.243:8083/


In addition to automatic metrics, scores evalu-
ated by experienced and trained human annotators
serve as more reliable benchmarks (Clark et al.,
2021). Next, we will introduce two designs for
human evaluation in this study.

Human Evaluation 1: Multi-dimension Qual-
ity Scoring First, we randomly select 30 human-
written reading passages from Dataset 2 (the read-
ing exercises from textbooks) and generate 30 pas-
sages each using ChatGPT and the baseline model,
resulting in a total of 90 passages. We mix these
reading passages together and shuffle them to form
the passage set for evaluation.

We invite two groups of participants to assess
the quality scores: Chinese college students and
native English speakers. Chinese college students
have years of English learning and exercise train-
ing experience from middle school and are famil-
iar with reading comprehension exercises. Mean-
while, native English speakers possess a higher
level of English proficiency than Chinese students,
and their evaluation of the language may be more
professional, but they have no idea what the reading
passages in Chinese middle schools look like.

To ensure consistency in scoring and avoid ran-
domness, we recruit 9 students with strong English
proficiency from universities in Beijing as evalua-
tors. Before scoring each passage, they are given
detailed guidelines about the evaluation rules, in-
cluding the meanings of each quality dimension
and two examples of middle school reading com-
prehension passages. To prevent fatigue, each eval-
uator is assigned only 30 passages. We collect 270
individual evaluations in total, with 3 evaluations
for each passage. For native English speakers, we
recruit them from Amazon Mechanical Turk and
collect 5 evaluations for each passage.

Each evaluation consists of 5 scores measuring
different dimensions of text quality. These dimen-
sions are widely used in human evaluations of text-
generation studies and have been carefully selected
based on their importance to the reading compre-
hension scenario. The explanations of quality di-
mensions are as follows:

• Readability: The extent to which texts are
easy to read (Forrest et al., 2018; Di Fabbrizio
et al., 2014) and fluent (Mahapatra et al., 2016;
Belz and Kow, 2010).

• Correctness: The extent to which texts ac-
curately reflect facts and commonsense, how

logical they are (Celikyilmaz et al., 2020), and
whether they are proper in grammar (Wubben
et al., 2016).

• Coherence: The extent to which texts are con-
sistent with certain topics or storylines (San-
thanam and Shaikh, 2019).

• Engagement: The extent to which texts are
interesting and engaging.

• Overall Quality: The overall text quality mea-
sures whether the text is suitable for middle
school English learners.

The evaluation results are shown in Table 2. Sur-
prisingly, as rated by experienced students, the qual-
ity scores of ChatGPT passages are significantly
higher than the scores of human-written passages
across all selected dimensions. The passages gen-
erated by the fine-tuned GPT-2 baseline are gener-
ally of lower quality, not comparable to the other
two groups of passages. For the evaluations of
native speakers, the scores of the passages are gen-
erally lower than those marked by Chinese students,
since the reading materials used by middle school
students may be too simple for native speakers.
Nonetheless, the conclusion does not change: Chat-
GPT passages have the highest overall quality.

Human Evaluation 2: Pairwise Comparison
To further verify the high quality of ChatGPT
passages, we conduct one-to-one comparisons be-
tween passages generated by the language models
and those written by humans. We select 10 human-
written reading comprehension passages, distinct
from the passages in Human Evaluation 1, and sum-
marize the topic of each one. Using these topics
as constraints, we conduct conditional text genera-
tion with the GPT-2 + PPLM baseline and ChatGPT
(zero-shot) to generate corresponding passages. We
also use ChatGPT in the one-shot setting with the
human-written passage as a reference to generate
another group of passages.

The three groups of generated passages (GPT-2 +
PPLM, ChatGPT zero-shot, and ChatGPT one-shot
generated) are displayed side-by-side with human-
written passages for evaluators to compare. In other
words, each evaluator is presented with two pas-
sages at a time, one generated by the model and the
other written by humans, with the order random-
ized. We did not recruit native speakers for this
evaluation but relied entirely on college students.



Readability Correctness Coherence Engagement Overall Quality

Chinese Students
Human-Written 4.52 4.32 4.39 4.07 4.18
Fine-tuned GPT-2 3.57 3.73 2.69 2.78 2.84
ChatGPT (zero-shot) 4.61 4.60 4.65 4.37 4.46

Native Speakers
Human-Written 3.79 3.67 3.77 3.77 3.89
Fine-tuned GPT-2 3.52 3.51 3.53 3.62 3.75
ChatGPT (zero-shot) 3.78 3.69 3.77 3.93 4.06

Table 2: Quality scores of the three groups of passages in five dimensions evaluated by experienced Chinese students
and English native speakers.

Similar to Human Evaluation 1, we collect 3 eval-
uations for each set of passages. The evaluation
questions are as follows.
• Relative quality score. Since the previous

evaluation has already assessed multiple dimen-
sions, here we only focus on the overall quality for
simple verification. For the two passages displayed
simultaneously, we ask the evaluators to mark the
passage of better quality with a score of 1, and the
other one with a score of 0. By taking the average
at the level of passages and evaluators, we obtain
three average quality scores for the three groups of
generated passages and three for the human-written
ones, respectively. The following evaluation ques-
tions are analyzed in a similar way.

Table 3 shows that the ChatGPT scores are much
higher than the baseline score. Moreover, evalua-
tors believe that the quality of ChatGPT passages
is even better than human-written ones (0.87 vs.
0.13 in the zero-shot setting and 0.80 vs. 0.20 in
the one-shot setting), which is consistent with our
findings in Human Evaluation 1. For the ChatGPT
passages, the one-shot score is slightly lower than
the zero-shot score (0.80 vs. 0.87), which may be
due to more restrictions leading to a slight decrease
in quality. Nonetheless, ChatGPT performs quite
well in the reading passage generation task with
our designed prompts.

Human Generated

Fine-tuned GPT-2 + PPLM 0.30 0.70
ChatGPT (zero-shot) 0.87 0.13
ChatGPT (one-shot) 0.80 0.20

Table 3: The comparison of relative quality score be-
tween human-written passages and generated ones. A
higher score indicates better quality.

• Model-Generated Score. We also investi-
gate whether evaluators can distinguish between
passages written by humans and those generated
by models. To do so, we design a simple Turing

test by asking evaluators to assign a score of 1 if
they believe the passage is generated by language
models, and 0 otherwise. Therefore, the lower the
score, the more likely the passage is perceived to
be written by humans. From Table 4, we find that
the passages generated by ChatGPT scored lower
than the human-written passages displayed side-by-
side, meaning that evaluators believe the ChatGPT
passages are more likely to be human-written than
the true ones, which is an interesting finding.

Another finding is that both generated and
human-written passages in the one-shot setting
scored the lowest. One plausible reason is that
ChatGPT imitated the styles and structures of the
referenced passage very well. When two similar
passages of high quality appeared at the same time,
evaluators tended to think that they were unlikely
to be generated by models.

Note that if native speakers were asked to eval-
uate this dimension, the results might be different.
Because they have a higher language proficiency
and are more likely to notice characteristics that
non-native speakers did not pay attention to.

Human Generated

Fine-tuned GPT-2 + PPLM 0.40 0.57
ChatGPT (zeor-shot) 0.53 0.30
ChatGPT (one-shot) 0.33 0.23

Table 4: The comparison of model-generated score
between human-written passages and generated ones. A
higher score indicates that the passage is more likely to
be perceived from language models, instead of written
by humans.

• Topic Coherence Score. We examine whether
the passages are consistent with the given topics,
that is, the control and personalization ability of
the models. A score of 1 is given for consistency
while 0 means inconsistency. Table 5 shows that
even after fine-tuning with domain knowledge and
with the extra control of PPLM, the GPT-2 baseline



still did not generate passages that follow the given
requirements well. In contrast, ChatGPT scored
particularly high even in zero-shot (with a score of
0.97), indicating that it understands and follows the
instructs specified in the prompts quite well.

Human Generated

Fine-tuned GPT-2 + PPLM 0.87 0.40
ChatGPT (zero-shot) 0.77 0.97
ChatGPT (one-shot) 0.77 0.97

Table 5: The comparison of topic coherence score
between human-written passages and generated ones. A
higher topic coherence score indicates that the passage
is more consistent with the given topics.

• Suitability Score. This evaluation dimension
requires the evaluator to have extensive experience
with reading comprehension exercises and is not
suitable for native English speakers who are unfa-
miliar with Chinese English education. If deemed
suitable, the passage should receive a score of 1,
0 otherwise. Our findings in Table 6 show that
evaluators generally believe that the passages gen-
erated by ChatGPT are largely suitable as reading
comprehension materials and are even better than
passages currently used as exercises.

Human Generated

Fine-tuned GPT-2 + PPLM 0.53 0.37
ChatGPT (zero-shot) 0.40 0.77
ChatGPT (one-shot) 0.53 0.77

Table 6: The comparison of suitability score between
human-written passages and generated ones. A higher
suitability score indicates that the passage is more suit-
able for middle school students in China.

In summary, the human evaluation results sug-
gest that the ChatGPT passages generated by our
system are of high quality across various dimen-
sions, and even better than the human-written read-
ing passages in many cases. The experienced eval-
uators believe that it is suitable to apply these ma-
terials in real educational contexts.

4.2 Exercise Question Quality Assessment
Next, we will evaluate the quality of the generated
reading exercise questions. Currently, there is no
reliable metric for evaluating the quality of gener-
ated multiple-choice questions, so we entirely rely
on human evaluation. Given exercises that include
reading passages and corresponding questions in
the textbook, our system designs another set of

multiple-choice questions based on the human-
written passages, and we use the original set of
questions as a benchmark for comparison.

Similar to how we evaluate passages, each eval-
uator is presented with two sets of questions, one
generated by the system and one written by hu-
mans, along with the base passage. They are asked
to assess the quality of the questions from various
aspects, using scores ranging from 1 to 5. We ran-
domly select 10 passages with questions and collect
scores from three evaluators for each passage. The
evaluators need to consider the following aspects:
• The extent to which the questions match

the passage content. We want to check whether
the questions generated by our system align with
the content of the passages and whether we can
find correct answers within the passages. This is a
basic requirement for the generated questions to be
suitable for student practice.
• The extent to which the questions are useful

for the training of students. Moreover, we ensure
that the questions are not meaningless and that they
can serve as effective exercises that contribute to
students’ English training.
• The extent to which the questions are suit-

able for middle school English learners. This
dimension is similar to the previous one. Based
on their extensive experience with English read-
ing exercises, evaluators rate whether the generated
questions are too difficult or too simple for students
in Chinese middle schools.
• The extent to which the questions appear to

be written by language models. If the generated
questions exhibit certain patterns, they will be eas-
ily distinguished from the exercise questions in the
textbook, indicating that the generated questions
are too rigid and not flexible enough.

From Table 8, we observe that human-written
questions outperform generated questions across all
four dimensions. Although the generated questions
are highly relevant to the passage content (with a
Match score of 4.38 out of 5), some of them exhibit
obvious patterns, are too straightforward, and lack
variation. Teachers may need to select suitable
exercise questions from the various generated ones
before assigning them to students.

4.3 System Quality Assessment

Our system, which integrates the features described
above, is primarily designed for middle school
teachers. To gather feedback on the system, we



Evaluations and Suggestions

Passages Content !The generated passages are coherent in language.
!The language characteristics are obvious and the quality of the generated
passages is good.

Topic !The function of "generating based on the referenced passage" can present
passages of different genres on the same topic effectively.
!The system can perfectly follow the requirements of the topic, difficulty
level, and passage genre.

Exercises Questions !The generated questions are of good quality and are based on the main idea
and details of the passages.
!Before using the system, I thought the AI can only generate exercise
questions that are very simple and straightforward. Actually, the system can
do more than that. The generated questions are usually good enough to help
students understand the passages and examine their language ability.
%The types of generated questions are not rich enough. It is easy to find
their patterns, such as many of them are "What is something?", "What did
someone do something?", "Why did someone do something?", etc.

Options %The quality of the questions is good, but the options are not so perfect.
Some answer options are inaccurate or repetitive.
%The correct answers are always accurate, but the wrong answers are of low
quality. Sometimes they are too easy for students and cannot play a role as
distractors.

System
Usefulness !The system is like a personalized resource library. Rich information can be

provided for teachers in daily teaching, which can further enhance teachers’
ability to optimize resources while organizing them, thus providing diverse
and personalized educational resources to improve students’ English reading
ability.

Ease of Use !The system interface is simple and the features are easy to understand.
!It is easy to use the system even for teachers who know nothing about AI.

Overall Quality !I will rate the system 80/100. I am very satisfied with it.
!This system is totally out of my expectation. I am happy such a powerful
system will be applied in real-world education soon.

Table 7: The evaluation of the system quality and the summarized feedback from experienced middle school
teachers.

Human Generated

Match 4.58 4.38
Useful 3.93 3.25
Suitable 3.92 3.48
Generated or not 0.27 0.67

Table 8: The comparison of exercise quality in four
dimensions between human-written and generated ones.

invited three experienced teachers in Beijing, who
have many years of teaching experience, to person-
ally use the system for a week and provide their
feedback through interviews. Their feedback and
suggestions are summarized in Table 7.

Although there is still room for improvement,
such as further optimizing the generation of
multiple-choice questions, the quality of reading
exercises generated by our system has greatly ex-
ceeded teachers’ expectations. Teachers view this
system as a valuable tool that can significantly re-

duce cost and time while providing students with
more diverse and personalized learning materials.

5 Conclusion

In this study, we attempted to develop an educa-
tional system for teachers and English learners in
Chinese middle schools that leverages the capa-
bilities of LLMs to generate reading comprehen-
sion exercises. Extensive evaluations were con-
ducted among various groups of representative hu-
man evaluators, and the high quality of the gener-
ated reading passages and exercise questions was
widely acknowledged. Experienced English teach-
ers also provided extremely positive feedback on
the system, indicating its potential for widespread
use in real-world education. Our system is among
the first applications of ChatGPT in educational
contexts, and the valuable feedback and findings
are likely to inspire future researchers and educa-
tors in integrating AI technology into education.



Limitations

As noted in the evaluation section, our system does
not perform perfectly in multiple-choice question
generation, particularly when it comes to gener-
ating distracting options, even with the powerful
ChatGPT. In the next step, we can adopt an open-
source framework of LLMs and fine-tune a domain-
specific model using the extensive educational ma-
terials provided by middle school teachers. This
way, the question generation ability may be im-
proved, and we will not need to rely on the OpenAI
API.

On the other hand, although extensive evalua-
tions have been conducted, they only involve a
small fraction of teachers and students in a pre-
interview setting. Once our system is widely de-
ployed, a larger amount of user feedback will be
collected and analyzed to monitor its effectiveness.
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A GPT-2 + PPLM Baseline

A.1 Data
We collaborate with the Municipal Education Com-
mission and 8 local middle schools in Beijing. We
are provided 8,650 reading passages in total, includ-
ing 5,066 supplemental reading materials (Dataset
1) and 3,584 currently used textbook exercise pas-
sages (Dataset 2), covering different difficulty lev-
els from Grade 7 to Grade 9.

The descriptive statistics of our manually col-
lected two datasets are shown in Table 9.

Due to the confidentiality of educational re-
sources, we are not able to publicly offer access to
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Dataset 1 Dataset 2

# passages 5,066 3,584
min. length 32 30
avg. length 967.34 251.07
max. length 15,242 780

Table 9: Descriptive statistics of the two datasets.

Dataset 1. Nonetheless, the trained model (with the
fine-tuning process) using our datasets is provided
in our GitHub repository.

A.2 GPT-2 Fine-tuning
When fine-tuning, we adopt a two-step fine-tuning
strategy to account for the different characteristics
of the two datasets. In the first step, the model
learns the general language features with a larger
learning rate from Dataset 1. In the second step,
fine-tuning on Dataset 2 with a lower learning rate
and longer training epochs, the model is able to
learn fine-grained characteristics of textbook read-
ing passages, including formats, topics, and writing
styles.

All the training processes of the GPT-2 baseline
are implemented on a 16 GB NVIDIA Tesla P100
PCIe GPU provided by Google Colab.

We use the OpenAI GPT-2 medium model with
24-layer, 1,024-hidden layers, 16-heads, and 345M
parameters, implemented by the Huggingface trans-
former library.

The textual materials in the dataset are tokenized
by GPT-2 tokenizer. Since the max input length of
the GPT-2 medium model is 1,024, we truncate all
the passages that are longer than 1,024 tokens, and
pad all passages that are shorter than 1,024 tokens
to the same length of 1,024.

We randomly split the dataset into 80% as the
training set and the remaining 20% as the test set.
The batch size is 2 and the random seed is 42.
The AdamW optimizer with ϵ = 10−8 is applied,
and we adopt a linear learning schedule with 100
warm-up steps. The detailed training setting of our
proposed two-step fine-tuning and other baseline
strategies are shown in Table 10. The entire fine-
tuning process using our two-step strategy takes
approximately 6 hours.

By manually examining the generated passages
from all baseline strategies, we summarize and
conclude that our two-step fine-tuning strategy
achieves the best performance.

• Fine-tuning with only dataset 1: The lengths
of generated passages are often too short or

Learning rate # epochs

Dataset 1 1× 10−5 5
Dataset 2 1× 10−5 3
Single-step 1× 10−5 5
Two-step (1) 5× 10−4 3
Two-step (2) 1× 10−5 5

Table 10: Hyper-parameter setting for fine-tuning.

too long, and the word repetition problem of-
ten occurs.

• Fine-tuning with only dataset 2: The lengths
of generated passages are often too short or
too long. The format and word repetition prob-
lems exist.

• Single-step fine-tuning with combined
datasets: The overall quality of the generated
passages is higher than fine-tuning with only
one dataset, but their length is still unstable.

• Proposed two-step fine-tuning: It performs
the best, and the problems mentioned above
are significantly alleviated.

A.3 PPLM
To generate more coherent texts on a given topic,
we apply a plug-and-play controllable text genera-
tion approach with topic keywords provided. It is
expected that providing more keywords will lead to
more coherent generated passages. We first provide
a few (e.g., 3 to 5) initial topic words. This list can
then be expanded to include more similar words
(e.g., 30 words) by finding similar words based on
word embeddings from a Word2Vec (Mikolov et al.,
2013) model trained on our two reading datasets.
Previous studies (Khalifa et al., 2020) showed that
PPLM tends to produce texts with frequent repeti-
tions due to inappropriate hyper-parameters. There-
fore, before applying PPLM to guide text genera-
tion, we use a simple grid search strategy to find
the best hyper-parameters for each topic.

We adopt the Word2Vec model implemented
by the gensim library4 and train it from scratch
with our reading passage datasets. The hyper-
parameters of Word2Vec are as follows: vec-
tor_size=512, window=5, min_count=5, work-
ers=4.

As mentioned above, a simple grid search is ap-
plied to seek the best hyper-parameters for each set

4https://radimrehurek.com/gensim/
models/word2vec.html
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of keywords, respectively. According to Dathathri
et al. (2020), we tune the hyper-parameters that are
relevant to the topic control intensity. The ranges
of these parameters are listed in Table 11. The
criterion to select hyper-parameters is based on
manual examinations of the quality of generated
passages. The set of hyper-parameters that guide
the fine-tuned GPT-2 to generate passages with the
highest overall quality will be regarded as the best
one.

Parameter Range

step_size [0.02, 0.025, 0.03, 0.035, 0.04]
gm_scale [0.7, 0.75, 0.8, 0.85, 0.9]
kl_scale [0.01, 0.02, 0.03, 0.04, 0.05]
grad_length [100, 1000, 10000]

Table 11: Grid search hyper-parameter bounds of
PPLM.

B Design of Reading Exercise Generation
System

B.1 Reading Passage Generation

Zero-Shot setting In the zero-shot setting, we
instructed ChatGPT to be a helpful learning as-
sistant capable of generating high-quality read-
ing passages in the system prompt. We provided
personalized requirements within the conversation
prompt, including length, genre, difficulty, and top-
ics. Reading passages for middle school students
typically consist of around 200 words. Their dif-
ficulty level ranges from A1 to B2 according to
the widely recognized CEFR standard, as middle
school students are generally beginners. As for
topics, teachers or students can freely select any
subject of interest using keywords, phrases, or sen-
tences. ChatGPT’s remarkable ability enables it
to comprehend these requirements and adhere to
them throughout the text-generation process.

One-Shot setting In addition to creating reading
passages from scratch, teachers often source con-
tent from the web or other materials and seek to
adapt them into suitable reading passages for stu-
dents. In the one-shot setting, we added an extra
requirement: a referenced passage. Teachers can
supply a referenced passage for ChatGPT, allowing
the model to learn language styles and structural
features. This setting facilitates more practical use
of our system, though the added constraint may
limit the model’s flexibility and creativity.

B.2 Exercise Question Generation

We also generate questions and corresponding an-
swer options for middle school reading comprehen-
sion exercises using appropriate prompts. Unlike
the Q&A generation task in the NLP field, Chi-
nese middle school students are mostly practicing
multiple-choice selection questions. Few existing
models focus on this task, and we have not identi-
fied a comparable method as a baseline for multiple-
choice question generation. Given the high qual-
ity of ChatGPT-generated questions, we compare
them directly to human-written exercise questions.
For the prompt design, we input the number of
questions, the number of options per question, and
the question type for personalized customization.
ChatGPT can generate exercise questions based on
either a passage it previously created or a passage
input by users. We did not set a difficulty level
for the questions, as there is no reliable measure-
ment standard. Nonetheless, question types can
indirectly reflect difficulty. For example, logical
inference questions are generally more challenging
than word interpretation questions.

B.3 Toxicity Check

To ensure the safety of middle school students and
avoid ethical issues, we have implemented mea-
sures to prevent the generation of toxic text. In
our prompts, we explicitly specify that the gener-
ated content must not contain violence, racism, or
other harmful elements for young language learn-
ers. While OpenAI has devoted considerable atten-
tion to addressing toxicity concerns, and such texts
are unlikely to appear in ChatGPT’s responses, we
have implemented an additional layer of security
by using Google’s toxicity score tool5 to screen
the generated text. Exercises are made available to
teachers and students only after passing the toxicity
check.

B.4 ChatGPT Prompts

An example of the manually crafted prompts for
the above tasks is presented in Table 12.

C Examples of Generated Exercises

Here we present several examples of human-
written, GPT-2-generated, and ChatGPT-generated
passages in Table 13. An example of a comparison

5https://developers.
perspectiveapi.com/s/
about-the-api-attributes-and-languages
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Prompt

Passage System You are a helpful assistant to generate reading comprehension materials for
Chinese middle school English learners. Your responses should not include
any toxic content.

Conversation
(zero-shot)

Please generate a passage (without a title) that is similar to the given example
and satisfies the following requirements: Topics: {basketball competition};
Length: no more than {200} words; Genre: {narrative}; CEFR level: {B1}

Conversation
(one-shot)

Please generate a passage (without a title) that is similar to the given example
and satisfies the following requirements: Topics: {basketball competition};
Length: no more than {200} words; Genre: {narrative}; CEFR level: {B1};
Example: {a referenced passage}

Question System You are a helpful assistant to generate reading comprehension exercise ques-
tions for Chinese middle school English learners. Your responses should not
include any toxic content.

Conversation Please generate {5} multiple choice questions (each question with {4}
choices), the corresponding answers and explanations for the following read-
ing comprehension exercise. The type of questions should be {inference}
questions. Exercise: {input reading passage}

Table 12: An example of the prompts for ChatGPT to generate high-quality reading comprehension exercises.

between human-designed exercise questions and
system-generated questions is shown in Table 14.
You can also test our demo system to generate more
reading comprehension exercises.



Example Passages

Human-Written Deep in the forest lives David, who loves books. As soon as he reads one book, he brings
home another. Soon the house is filled with books. His wife, Alice, is angry. You must do
something! " David thinks hard and has an idea. "I can bring my books into the faraway
hills and share what I have with the children. " Every week, David sets off across the
country-side to faraway villages with his two donkeys. Early on a sunny morning, David
and his donkeys stop at a river to drink. Then, a bandit jumps out! "Please let us pass, "
David says. "The children are waiting. The bandit takes one book and shouts, "Next time
I want some money! " They move on until at last, David sees some houses below. The
children run to meet him. David reads them a story first. When the story ends, it’s time for
everyone to choose a book. The children hold their books close as they say good-bye and
run home cheerfully. David and his donkeys head back, over and around the hills, and into
the sunset. At home, Alice feeds her hungry husband and the donkeys. But then, instead of
sleeping, David picks up his book, and reads deep into the night. And far away in the hills,
candles and lanterns burn as the children read borrowed books deep into their night, too.

Fine-tuned GPT-2 One sunny afternoon, an old man sat down with his 25-year-old son on a bus. They were
talking about some interesting things. The old man began to show his son the things he
saw. The son asked, "Dad, why does your father not allow me to take off his bus? " The
old man said, "Well, when our bus got full, I asked my son to sit on the floor and I sat
down with him. He was very surprised. I asked him the other old man, "What do you
mean, son? " The old man said, "I am just going to the park to play a game. The game is
called ’Musical Chairs’. As we were playing, my son asked me, ’Dad, why does your son
allow me to sit on the bus? ""He doesn’t want to get off the bus! " the son said with tears
in his eyes. "Well, it’s simple, but it’s a difficult game for me. Every time I get off the bus,
I have to sit down. If I don’t get off, I will have to wait for the other driver to take me off. "
The old man continued, "Now my son is very calm. We are going to the park to play. Can
you play this game with me? " With tears in his eyes, the young man said, "Yes, I know!
Look at my son. He was almost killed in a car accident two years ago. When my son got
out of hospital, he had to wait for the other driver’s help to get him back on the bus. "

ChatGPT (zero-shot) Sarah was feeling a bit anxious as she entered the gym for her first dance class. She had
always loved dancing, but had never taken a formal class before. As she looked around at
the other students stretching and chatting, Sarah wondered if she would fit in. The class
began with some warm-up exercises, and Sarah started to relax as she found that she could
keep up with the others. They moved on to some basic steps, and Sarah felt her confidence
growing with each new move. Before she knew it, the class was over, and Sarah couldn’t
believe how quickly the time had flown by. As she left the gym, she couldn’t wait to
come back for the next class. Reflecting on her experience, Sarah realized that trying
new things could be scary, but it was important to take that first step. She also realized
that she was capable of more than she had given herself credit for, and that the feeling of
accomplishment was worth the initial discomfort. From that day forward, Sarah made a
commitment to herself to try new things more often, and to approach each new experience
with an open mind and a willingness to learn.

Table 13: Examples of human-written, GPT-2-generated, and ChatGPT-generated passages.



Example

Passage Blue jackets, white shirts, and black pants... The school uniform looks so out of fashion.
Like many of you, I don’t like it. However, if I were given a chance, I wouldn’t throw my
school uniform away. Uniforms show that we are a part of an organization (our school).
Wearing them shows we are all in this organization together. Some people argue that
uniforms can improve learning. I completely agree with them. Uniforms make the
classroom a serious environment. We will find it easier to focus on our schoolwork.
Most importantly, a uniform means we don’t have to worry about peer pressure. When
everyone is dressed the same, we stop worrying about our appearance. There is no
competition for being dressed in the latest fashion. This can save our parents a lot of
money. In America, many schools do not have uniforms. Meanwhile,160,000 children
miss school every day, because of a fear of school bullying. This might not be directly
connected with what the students are wearing. However, having a uniform can be safe
for many students. It’s hard to make fun of what someone is wearing when everyone is
dressed the same. No one will feel left out because of what he is wearing. The school
uniform gives us so much. They may not be fashionable, but that’s just why I think they
should be here to stay.

Human-Designed Exercise (1) The write doesn’t like the school uniform because
A. it’s white.
B. it’s blue.
C. it’s out of fashion.
D. it’s old.

(2) What does wearing uniforms show for students?
A. They’re too poor to buy their own clothes.
B. They are a part of their school.
C. They’re good children of their parents.
D. They like to look the same.

(3) Which of the following is NOT true according to the third paragraph?
A. The writer thinks wearing uniforms can make him/her nicer.
B. The writer thinks wearing uniforms can make his/her classroom more serious.
C. The writer thinks wearing uniforms can improve his/her study.
D. The writer thinks wearing uniforms means we don’t have to worry about peer
pressure.

(4) The passage mainly tells us
A. wearing uniforms is important
B. students must wear uniforms
C. some schools don’t have uniforms in America
D. the uniforms are out of fashion

ChatGPT-Generated Exercise (1) Why does the author wear their school uniform even though they do not like it?
A. They do not have any other clothes to wear
B. They believe it shows that they are part of their school community
C. They think it is fashionable
D. They want to fit in with their peers

(2) What is one argument the author makes in favor of school uniforms?
A. They can help students keep up with the latest fashion trends
B. They can improve student learning
C. They can be a source of peer pressure
D. They can be expensive for parents to purchase

(3) Why does the author suggest that school uniforms can be a good way to prevent
bullying?
A. Uniforms are fashionable and will make students popular
B. Uniforms make it difficult to make fun of someone’s clothing
C. Uniforms are expensive and will make students feel more important
D. Uniforms create a sense of competition among students

(4) How do schools in America compare to schools in other countries with regards to
school uniforms?
A. American schools do not have uniforms, unlike many other countries
B. American schools have uniforms, but they are not required
C. American schools have uniforms, and they are required
D. American schools have uniforms, but only for certain grades or classes

Table 14: An example of a comparison between human-designed exercise questions and system-generated questions.


