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ABSTRACT
We present a novel generative Session-Based Recommendation
(SBR) framework, called VAriational SEssion-based Recommenda-
tion (VASER) – a non-linear probabilistic methodology allowing
Bayesian inference for �exible parameter estimation of sequential
recommendations. Instead of directly applying extended Variational
AutoEncoders (VAE) to SBR, the proposed method introduces nor-
malizing �ows to estimate the probabilistic posterior, which is more
e�ective than the agnostic presumed prior approximation used in
existing deep generative recommendation approaches. VASER ex-
plores soft attention mechanism to upweight the important clicks in
a session. We empirically demonstrate that the proposed model sig-
ni�cantly outperforms several state-of-the-art baselines, including
the recently-proposed RNN/VAE-based approaches on real-world
datasets.

CCS CONCEPTS
• Information systems→Recommender systems; •Comput-
ing methodologies → Neural networks.

KEYWORDS
Session-based recommendation, variational autoencoders, normal-
izing �ows
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1 INTRODUCTION
Session-based recommendation (SBR) [18, 36] aims at predicting
user’s next action based on a series of recent actions. It is a kind of
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sequence learning/recommendation task where longer-term user
historical activities are usually unavailable and the recommenda-
tions need to be made in accordance with an assumed short-term
interests of the (anonymous) user.It has been widely used in various
applications, such as news recommendation, e-commerce, video
and classi�ed advertisement recommendation [10, 36].

Recent advances in deep learning have spurred the use of re-
current neural networks (RNNs) based methods to model SBR [17,
18, 28, 33], achieving signi�cant improvement on recommendation
accuracy over traditional sequence-based models such as factoriz-
ing personalized Markov chains (FPMC) [16, 38] and feature-based
matrix factorization (MF) [5, 51]. Speci�cally, GRU4Rec [18] – a �rst
application of augmented gated recurrent units (GRUs) [8] – was
developed to address SBR by encoding user’s preference and learn-
ing it for next-click prediction. Subsequently, a few improvements
to GRU4Rec have been proposed – e.g., incorporating attention
mechanism [28]; employing hierarchical recurrent networks [28];
augmenting datawith additional features associatedwith items [19];
prioritizing short attention/memory [33]; and introducing more
sophisticated ranking algorithms [17].

Complementary to these works, recent e�orts on incorporating
stochastic latent variables trained by deep generative models (e.g.,
variational autoencoders (VAE) [25, 40]) have enabled signi�cant
progress in many natural language processing tasks (e.g., dialogue
generation and machine translation [2, 3, 11, 14, 21]). Similarly,
Various generative models including VAEs have demonstrated po-
tential for learning e�ective non-linear representations of user-item
interactions [7, 23, 27, 30, 32] in collaborative �ltering settings. For
the most part, they either model the generation process of auxiliary
information (e.g., content and ratings) [7, 27, 30] or build a prob-
abilistic latent-variable framework that shares statistical strength
among users and items [7, 23, 32].

Despite the improvements over conventional item recommen-
dation, the aforementioned Bayesian models cannot be directly
generalized to SBR due to the following reasons:
(1) Data availability: the lack of users’ pro�le information and
long-term interaction data makes these models not work well in
SBR settings.
(2) Bypassing issue: autoregressive models (e.g., LSTM [20] and
GRU [8]) combined with the soft attention mechanisms [1] have
capabilities of reconstructing an encoded session on their own. This
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may weaken the e�ects of the incorporated latent factors [3], which
can potentially reduce the performance of the VAE-based models.
(3) Biased inference: VAE based models usually assume a prede-
�ned prior for latent factors [24], e.g., multivariate Gaussian which
might result in the inferred approximate posterior greatly deviating
from the true distribution.

We extend VAEs to model implicit feedbacks of user-item in-
teractions in a session, and present the VAriational SEssion-based
Recommendation (VASER). While retaining the Bayesian inference
of VAEs and enabling exploration of non-linear probabilistic latent-
variable models, the VASER model: (1) e�ectively addresses the
problem of unimodal and simple parametric problems of existing
SBRmethods; and (2) largely ameliorates the bias inference problem
of existing VAE based recommendation methods. Speci�cally, we
make the following contributions:
• VASER augments the RNNs based SBR models with stochastic
latent variables, enabling stable and e�ective approximate in-
ference of a high-level “objective” of an entire session from the
observed clicks.
• We exploit the �ows to approximate the real posterior of stochas-
tic latent factors, which can largely alleviate the inference bias
in existing VAE based recommendation models and improve the
next click prediction accuracy.
• We demonstrate that VASER achieves improvements in SBR per-
formance over the baselines on several real-world datasets.

2 PRELIMINARIES
We now introduce the basic notation used in the rest of the paper
and formally de�ne the problem. Recalling that SBR aims at pre-
dicting which item an anonymous user would like to click next
given his current sequence of interaction data, we also provide an
overview of the RNN based approaches.

2.1 Problem De�nition
Formally, we have a set of sessions S, and each session si 2 S,
consists of a sequence of user actions (e.g., click, purchase, etc.).
si = [xi,1, · · · ,xi,N ] (interchangeably denoted by xi, (1:N ) ), where
xi, j 2 R (1  j  N , N is the length of the session.) is an interaction
with item j in the session, assumed to be mapped to the domain R.
When no ambiguity arises, we will omit the index of the session –
thus, given the pre�x s0 = [x1, · · · ,xN�1] of a session s, the SBR
model predicts the label(s) of the next action xN by learning a
classi�cation distribution y = [�̂1, . · · · , �̂M ] overM items, where
�̂j refers to a (predicted) probability or a ranking score for the
N
th interaction with item j. Note that in practice, usually more

than one recommendation is made, which is often referred to top-k
session-based recommendation [28, 52].

2.2 SBR with RNNs
Existing RNN based models, with or without attention, train the
sessions in a seq2seq manner. The main di�erences among them
are how to decode the latent factors (or more precisely the last
hidden state of the RNN) and how to embed the items. In “vanilla”
GRU based models [17–19], decoding reconstructs the session and
embedding is a separate layer of training. In attentive RNN-based
models [30, 33], however, the encoder acts as an embedding layer
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Figure 1: Overview of VASER. Recommendation is made
based on the posterior q(zK ) of the last hidden state and the
attention vector. Items are represented by embedding vec-
tors.

– i.e., they train item embedding along with calculating loss of
training sessions. Therefore, this type of supervised training may
indeed “memorize” the sequential information of a given session,
which may be “conducted” in the testing phase as the items in
testing sessions would look-up the embedding matrix. As observed
in the experiments in [30], this dynamic embedding method may
signi�cantly improve the performance.

An important observation is that all these works train the model
in an explicit autoregressive fashion, i.e., they split the sessions
(both training and testing) into a set of sub-sessions. Thus, a ses-
sion s = [x1, · · · ,xN ] would be divided into N � 1 sub-sessions:
s1 = [x1, · · · ,xN�1], s2 = [x1, · · · ,xN�2], · · · , sN�1 = [x1,x2] and
the original session s – all of which would be fed into the mod-
els for training or testing. Although not explicitly speci�ed, this
kind of autoregressive training improves the overall performance
of the models, since a longer session actually contains (and thus
“memorizes”) the sub-sessions. We note that this autoregressive
training trick has also been explored in recent CNN based SBR
models [45, 52].

3 MAIN METHODOLOGIES
We propose the VASER model, as illustrated in Figure 1, consist-
ing of two main components, namely GRU module and attention
module. The GRU module captures sequential preferences, and the
hidden state can exploit the non-linear preferences. The attention
module is used to enhance the GRU network by dynamically select-
ing and linearly combining di�erent parts of the input sequence.
VASER employs a deterministic attention mechanism. VASER incor-
porates the normalizing �ows for �exible posterior approximation.
In the sequel, we present the general framework of VASER with
theoretical background and training procedure.

3.1 Session Generative Model
We consider a click session generative process as follows. For each
session s = [x1, · · · ,xN ], the model samples d�dimensional latent
representation from an appropriate prior distribution p (z). The
latent factor z is then transformed via a non-linear function f� (z) –
a suitable likelihood function parameterized by � – to produce a
probability distribution � (z) (e.g., a multinomial distribution) over
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M candidate items, from which a session s is assumed to have been
drawn (z ⇠ p (z);� (z) / exp{ f� (z)}):

s ⇠ f� (z) = p� (s|z) =
NY

t=2
p� (xt |x1:t�1, z) (1)

where x1:t�1 indicates the pre�x click sequence preceding current
click xt , and f� (z) is a deep neural networks such as a multilayer
perceptron (MLP). Thus, the session generation involves making a
sequence of discrete decisions, each of which samples an item from
a multinomial distribution with a softmax function, to produce a
probability vector � (z) over the entire item set. The multinomial
distribution has been demonstrated to model click data well (cf. [26,
32], although these work were originally designed for CF based
recommendation).

This generative process is similar to the sentence generation
in [21] and trajectory generation in [53], except that we do not take
side-information (e.g., item category, click time, etc.) into account.
However, it is straightforward to add additional latent factors to
capture various item features, if available, for disentangling the
representation.

3.2 Variational Session Inference
In general, the marginal log-likelihood of a session s logp� (s) =
log
R
z p� (s|z)p (z)dz is intractable to compute or di�erentiate

directly for �exible generative models, especially for high-
dimensional latent variables. Instead, one usually resorts to varia-
tional inference by de�ning a simple parametric distribution over
the latent variables (e.g, a factorized Gaussian) q� (z|s), and max-
imizing the evidence lower bound (ELBO) on the marginal log-
likelihood of each observation:

logp� (s) = Eq� (z |s) log
266664
p� (s, z)
q� (z|s)

377775 + KL
f
q� (z|s) | |p� (z|s)

g
(2)

� Eq� (z |s)
f
logp� (s, z) � logq� (z|s)

g
, L (s;� ,�) (3)

There are numerous ways to optimize the ELBO, among which
VAEs [25] use a parametric inference network and reparameteriza-
tion of q� (z|s) to alternatively maximize following reformulation:

LVAE (s;� ,�) = Eq� (z |s)[logp� (s) + logp� (z|s) � logq� (z|s)]
= Eq� (z |s)[logp� (s)] � KL

f
q� (z|s) | |p� (z|s)

g
(4)

Since the �rst term is a constant, then the objective of maximizing
ELOBLVAE (s;� ,�)) of logp� (s) becomes to minimize the Kullback-
Leibler (KL) divergence between q� (z|s) and the true distribution
p� (z|s) (which is always � 0). For brevity, we will sometimes omit
the parameters � and � in subsequent formulae.

3.3 Inference with Normalizing Flows
It is desirable to reduce the (non-negligible) inference gaps, and var-
ious improved posterior approximations have been e�ective in im-
proving variational inference. Although none of the existing meth-
ods is able to completely close the gap between approximate poste-
rior and true posterior [6], employing richer posterior/prior distri-
butions can e�ectively reduce it. The approximation gap, caused
by the encoding cost KL

f
q� (z|s) | |p� (z|s)

g
, is largely due to the

improper assumption of the probabilistic distribution [9, 24].

We leverage the �ow method [39] to construct more accurate
posterior approximation of the session distributions, rather than
simple Gaussian assumption in existing works [4, 49]. Normalizing
Flows (NF) [39] is a powerful framework for building �exible pos-
terior distributions through an iterative procedure. The main idea
is to transform a simple distribution into a complex one through a
series of invertible mappings which, in theory, can approximate any
complex distribution. Given a variable z0 with known probability
distribution p0 (z0) (e.g., Gaussian here) and a chain of invertible
transformations f = [f1, · · · , fK ], then zk can be calculated by
composing the transformations from f as:

zK = fK (zK�1) = fK (fK�1 (zK�2)) = fK (fK�1 (· · · f1 (z0))) (5)

Given that each fk 2 f is invertible (i.e., zk�1 = f�1k (zk )),
and according to the de�nition of probability

R
pk (zk )dzk =R

pk�1 (zk�1)dzk�1 = 1, for a collection of variables z =
[z0, . . . , zK ], we can obtain the distributions pK (zK ) more �exi-
bly:

pK (zK ) = p0 (z0)
�����det

dzK
dz0

�����
�1

(6)

where det dfdz is the Jacobian determinant of f .
The path traversed by the random variables zk = fk (zk�1) with

initial distribution p0 (z0) is called the �ow, and the whole path
formed by the successive distributions pK (zK ) refers to a normaliz-
ing �ow. To ensure Eq.(6) is tractable, it should satisfy that (a) the
transformation fk must be easy to invert, and (2) the determinant of
its Jacobian is easy to compute [39]. The two constraints allow the
transformation to be made deeper by composing multiple instances
of it, and the result will still be a valid normalizing �ow. Now the
log-likelihood of approximate posterior qK (zK |s) can be computed
iterativelly by using the log on both sides of Eq.(6)

logqK (zK |s) = logq0 (z0 |s) �
KX

k=1
log det

�����
dzk
dzk�1

����� (7)

where the base distribution z0 ⇠ q� (z0 |s) is a Gaussian in our
implementation.

One of the �ow transformations is the planar �ow introduced
in [39], given by:

f (z) = z + u� (w|z + b) (8)

where u,w 2 Rd and b 2 R are parameters, and � is a suitable
smooth non-linear activation function (e.g., tanh). According to the
Matrix determinant lemma, the Jacobian of this transformation is:

�����det
@f
@z

����� =
���1 + u|� 0(w|z + b)w��� ,

where � 0 is the derivative activation and can be computed in O (d )
time – d is the dimension of z.

In this paper, we use the planar �ow as the invertible trans-
formation for its simplicity and e�ciency. We parameterize the
approximation posterior q� (z|s) with a �ow, i.e., q� (z|s) := q(zK ),
the ELBO of Eq.(2) can be modi�ed as
L (s; �, � ) =Eq (z0 ) [logp� (s |zK )] � Eq (z0 ) [logq (z0)] + �Eq (z0 ) [logp� (zK )]

+ �Eq (z0 )
266664
KX

k=1
log det

�����
dzk
dzk�1

�����
�1377775 (9)
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where the �rst term is trained to reconstruct the sessions; the sec-
ond term is a constant; and the last two terms are the �ows. The
coe�cient � is a regularizer of the �ows, which is very similar to
the annealing factor for regularizing KL-divergence [3].

4 EXPERIMENTAL OBSERVATIONS
We now describe the experimental settings and report the empirical
evaluation results.

Table 1: Statistics of the datasets.

Datasets YOOCHOOSE 1/64 YOOCHOOSE 1/4

#clicks 557,248 832,6407

#train sessions 355,385 621,6184

#test sessions 52,956 56,616

#items 17,626 30,903

avg. session length 6.27 5.83

4.1 Datasets
For fair comparison, we evaluate di�erent methods on a real-world
transaction datasets YOOCHOOSE1, which has beenwidely used for
evaluating SBR approaches. Following previous works [28, 33, 44],
we preprocess the primary data as follows: (1) We �lter out sessions
of length 1 and items that appear less than 5 times for the two
datasets; (2) We respectively use the sessions of subsequent day for
testing, and then �lter out clicks from the test set where the clicked
items did not appear in the training set; and (3) We sort the training
sequences by time and train all models on more recent fractions
(i.e., 1/64 and 1/4) of training sessions. Table 1 shows the statistics
of the datasets.

4.2 Baselines
To demonstrate the e�ectiveness of our model, we conduct exten-
sive comparisons to the following state-of-the-art methods:
• Item-KNN [42]: It is an item-to-item model that recommends
items that are similar to previously visited items based on cosine
similarity.
• GRU4Rec2 [18]: It is an RNN-based deep learning model for
session-based recommendation. It employs GRU units to capture
sequential patterns and utilizes session-parallel minibatching
trick and ranking-based loss functions during the training.
• NARM3 [28]: It is an RNN-based model employing (determin-
istic) attention mechanism to capture main purpose from the
hidden states and combines it with the sequential behavior as
the �nal representation to generate recommendations.
• STAMP [33]: It is a priority model which captures users’ general
interests from the long-term memory of a session context, and
current interests from the short-term memory of recent clicks.

1http://2015.recsyschallenge.com/challenge.html
2https://github.com/hidasib/GRU4Rec
3https://github.com/lijingsdu/sessionRec_NARM

• ReLaVaR [4]: It is a Bayesian version of GRU4Rec which treats
the network recurrent units as stochastic latent variables with
some prior distributions and infers the corresponding posteri-
ors for prediction and recommendation generation. This is an
item-level variational inference based SBR method which uses
independent Gaussian as the prior for items.
• VRM [49]: It is a recent proposed method directly applying VAE
on session-based recommendation. Unlike ReLaVaR, an item-
level variational method, VRM models the stochastic inference
on the session-level.

4.3 Metrics
Following previous works [16, 17, 28, 33], the primary evaluation
metric is Recall@20 – i.e., the proportion of cases having the desired
item falling into the top-20 predicted items in all test cases. Note
that the Recall score is equal to the Hit-Precision score used in [33].
The second metric is MRR@20 (Mean Reciprocal Rank) – i.e., the
average of reciprocal ranks of the desired items. The reciprocal
rank is set to zero if the rank is lower than top-20. MRR takes into
account the rank of the item, which is important when the order of
recommendations matters. Note that the higher the Recall@20 and
MRR@20, the better the performance.

4.4 Settings
For all methods, the embedding size of items is set to 50. The number
of hidden units in GRU layer is set to 100. All models are trainedwith
Adam and the mini-batch size is �xed at 512. Following [28, 33], we
truncated BPTT using a �xed window of 30 time-steps for the two
YOOCHOOSE datasets. Also following [28, 33], 10% of the training
data are used as the validation set. For the VASERmodel, parameters
d , K and � are respectively 100, 16 and 0.2, if not speci�ed.

4.5 Overall Performance

Table 2: Performance comparison among all session-based
recommendation methods over two datasets.

YOOCHOOSE1/64 YOOCHOOSE1/4

Recall@20(%) MRR@20(%) Recall@20(%) MRR@20(%)

item-KNN 53.12 22.13 52.43 21.75

GRU4REC 62.40 25.36 59.58 22.62

NARM 70.13 29.38 69.75 29.30

STAMP 70.21 29.22 70.45 29.47

ReLaVaR 64.32 25.26 60.53 22.76

CRM 69.32 28.75 68.22 28.35

VASER 71.85 30.05 70.74 29.75

4.5.1 Comparison against SBR baselines (Q1). : Table 2 shows the
results of comparison to the existing state-of-the-art SBR methods,
fromwhichwe can clearly observe that the proposedmodel perform
the best on two metrics throughout two datasets.

Overall, the RNNbasedmethods, including ours, consistently out-
perform the traditional baselines, which demonstrates that autore-
gressive models are good at learning sequential user click behaviors.

3479



(a) NARM. (b) VASER.

Figure 2: Visualization of the encoding space obtained via
NARMandVASER on YOOCHOOSE 1/64. For better viewing,
we randomly select 2,048 test sessions and plot the encoding
space using t-SNE.

Nevertheless, RNN models alone cannot deal with complicate user-
click sessions which usually have unintended clicks and/or contain
one or more browse themes. This problem can be largely overcome
by incorporating the attention mechanism in recent methods like
NARM and STAMP. The most recent work GRU4Rec++ does not
exhibit expected results on the two datasets, regardless that it can
improve their original method (GRU4Rec) with the sampling trick.
This result also proves one of our motivations that autoregressive
models are constrained with their capability of modeling sparse
and high-dimensional data.

By modeling session generation in a probabilistic generative
latent variable framework, our model outperform the best baseline
(either NARM or STAMP) by a signi�cant margin. Note that in our
reimplementation, the two baselines (NARM or STAMP) exhibit
higher scores than their original reporting on two YOOCHOOSE
datasets.

The bene�t of VASER can be visualized in Figure 2, where the
encoding space of NARM and VASER is plotted with t-SNE. Recall
that both methods predict the last item xN based on the learned
representation of pre�x session s0 = [x1, · · · ,xN�1]. The main
di�erence is that the encoding space of NARM is the concatena-
tion of deterministic attention c and the last hidden state hN�1 of
GRU, while the encoding space of VASER is the combination of
the posterior of hidden state q(zK ) and the posterior of attention
q(ck ). Apparently, VASER explores more space for encoding the
sessions and exhibits more scattered distribution. The bene�ts of
such encoding can be understood intuitively, i.e., the more insepa-
rable the sessions, the more di�cult for the models to discriminate
the spatial adjacent ones, which, consequently, are more prone to
making wrong predictions.

We also investigated the impact of session length on the recom-
mendation performance. Intuitively, the longer the sessions, the
worse the prediction performance on average. The results on YOO-
CHOOSE 1/64 are shown in Figure 3 (results on YOOCHOOSE 1/4
are consistent, but omitted due to the lack of space), whereby we
compared to the two best baselines. Our model slightly improve
the recommendation performance over the baselines. However, we
argue that due to the vanishing gradient problem of autoregressive
model, it is hard for RNNs-based methods to further improve the
performance on modeling extremely long-term dependencies.

Figure 3: Impact of session length (YOOCHOOSE 1/64).

4.5.2 E�ect of Components in VASER (Q2). By comparing to the
methods directly applying VAE on SBR, both item-level and session-
level, we can clearly see the importance of the �ow based posterior
approximation used in VASER.

Another important observation is that directly applying VAE on
modeling items or sessions is not competitive. ReLaVaR, operating
stochastic inference on item-level, is less e�ective than VRM, which
models sessions in a variational seq2seq manner. Note that we omit
comparison with CVRM, a variant of VRM, which takes the cate-
gory information into account, due to the extremely sparse category
labels on the YOOCHOOSE dataset. In fact, the category informa-
tion plays a less important role in improving the recommendation
performance according to the results in [49]. Although allowing
Bayesian inference, the two models may incur larger inference gaps
and under�tting problem due to the amortized inference alone used
for posterior approximation [9]. This is in accordance with the
�ndings in modeling language with vanilla VAEs [3, 21], i.e., the
autoregressive models are powerful enough to decode the entire
sequence, resulting in uselessness of stochastic latent factors. More
importantly, these methods approximate an improper assumed dis-
tribution q� (z|s), e.g., the choice of diagonal-covariance Gaussian
in [3, 21], and thus are subjected to heavy bias inference problem,
as explained in Sec. 3.2. In contrast, our VASER model can largely
alleviate this problem bene�ting from the normalizing �ows with
�exible posterior approximation.

4.6 Impact of Parameters (Q3)
There are two important factors a�ecting the performance of the
VASER model, i.e., the coe�cient � regularizing the �ows and the
determinant of Jacobian matrix, and K , the number of invertible
transformations.

Figure 4 shows the impact of � on VASER, where � is gradually
annealed to the value of 0.1, 0.2, 0.5 and 1. We observe in our
experiments that the �ow terms are usually ordered larger than the
reconstruction term. Without annealing or annealing to a larger
value, the performance of VASER model are not appealing, and
even experience over�tting problem. On the contrary, if the value
of � is too small (e.g., below 0.2, the �ows does not take e�ect as the
decoder RNN will make the model converge, when the model rely
less on the latent factors. As a consequence, there is a signi�cant
performance decline. As we explained earlier, this is caused by
the overpower performance of RNN decoder. In addition to cost
annealing, another possible way of alleviating this problem is to
replace RNN with the dilated CNN suggested by [21].

Figure 5 investigates the impact of K on two datasets. The planar
�ows used in VASERmodi�es the initial density by applying a series

3480



(a) YOOCHOOSE 1/64.

Figure 4: The impact of � .

(a) YOOCHOOSE 1/64. (b) YOOCHOOSE 1/4.

Figure 5: The impact of K .

of contractions and expansions in the original space. Although, in
theory, more transformations could approximate more complicated
distribution, a smaller value is enough for the model. Since the RHS
of Eq.(8) can be interpreted as a single-neuron MLP, it may result in
the information going through a single bottleneck. As the volume
of the space grows exponentially with the number of dimensions
d , it requires many coupling layers to transform a simple base
distribution into a complex one [24]. This is demonstrated by the
results on YOOCHOOSE 1/64 dataset in Figure 5(a), where the
model require more transformations to obtain higher performance.

5 RELATEDWORK
5.1 Sequential Recommendation
SBR is essentially a sequence learning problem including typical
scenarios such as click/purchase recommendation in e-commerce,
music/video recommendation, news items etc. Since only short-
term interaction data are available and there is lack of user pro�le,
CF based latent factor models fail to work in these scenarios. Non-
parametric methods, such as k-Nearest Neighbor (KNN) and context
tree can be used to estimate the user/item similarity for recommend-
ing the most similar items to the ones that have been visited/clicked
by a user [12, 15, 22, 35, 42]. Naturally, other sophisticated sequence
learning approaches can also be adapted to solve the session-based
recommendation problem, which incurs MC based models [48] and
hybrid CF models like FPMF [16, 38], etc.

RNN models have been successfully applied in many sequence
learning tasks, such as machine translation [1], human mobility
learning [13], and session-based recommendation [17, 18, 28, 31,
33, 37]. GRU4Rec [18] is a representative RNN based method for
SBR, which embeds the clicks into the �nal hidden state of GRU to

represent the current preference. This method has achieved signi�-
cant improvement against previous sequence learning approaches
like FPMC and item similarity based KNN. Several works have been
proposed to improve GRU4Rec with various models. For example,
NARM and EDRec [28, 34] employ soft attention mechanism [1]
to capture the user’s main purpose in the current session, which
is combined with the last hidden state of GRU to compute the
recommendation scores for each candidate item. Hidasi et al. [17]
improved their GRU4Rec model by introducing tailored ranking
loss functions.

5.2 Deep Generative Recommendation
Although there exist many deep recommendation models as men-
tioned above, relatively few works in the literature focus on apply-
ing generative models in the recommendation systems. Previous
autoencoder based models [29, 41, 43, 46, 47, 50] show promising
performance but are restricted to learning representation of items,
and thus are di�cult for Bayesian inference due to lack of Bayesian
nature or high computational cost. Several recent works extend the
ideas of applying VAEs to CF-based recommendation but mainly
focus on combining various auxiliary features [7, 23]. The most
related work are ReLaVaR [4] and VRM/CVRM [49], both of which
apply VAE on the SBR tasks. ReLaVaR is an item-level stochastic
inference method while VRM/CVRM are modeling session in a
stochastic seq2seq manner. As sequential VAE models, they can be
considered as directly applying VAEs in the SBR scenario.

Compared to existing sequential recommendation approaches,
we model the problem within a probabilistic recommendation set-
ting which allows our model for Bayesian inference. In addition,
we derive novel �ow-based model tailored for SBR task with the
�exible posterior approximation, rather than presumed Gaussian
distribution in previous work.

6 CONCLUSIONS AND FUTUREWORK
We presented VASER, a �ow based generative framework for learn-
ing sequential click patterns. A distinct feature of the proposed
model implementing VASER is that it enables learning non-linear
interactions between user-clicks while allowing Bayesian inference.
As demonstrated by the experiments, VASER achieves signi�cant
improvements for the session-based recommendation problem in
comparison to existing methods. One of the most important im-
plications of the results from this work is that instead of using
amortized inference as in existing collaborative/sequential vari-
ational recommendation methods, �ow based techniques could
e�ectively improve the density approximation and deserves more
attention in the recommendation community. In our future work,
we are planning to focus on augmenting VASER to consider auxil-
iary information – e.g., coupling sequential information with other
related contexts (category, price and click time), and on tackling
the overall e�ciency (e.g., by incorporating CNNs).
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