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Abstract—Social media is becoming a major and popular
technological platform that allows users to express personal
opinions toward the subjects with shared interests. Identifying
the sentiments of these social media data can help users make
informed decisions. Existing research mainly focus on develop-
ing algorithms by mining textual information in social media.
However, none of them collectively consider the relationships
among heterogeneous social entities. Since users interact with
social brands in social platforms, their opinions on specific topics
are inevitably dependent on many social effects such as user
preference on topics, peer influence, user profile information, etc.
In this paper, we present a systematic framework to identify
sentiments by incorporating user social effects besides textual
information. We apply distributed item-based collaborative fil-
tering technique to estimate user preference. Our experiments,
conducted on large datasets from current major social platforms,
such as Facebook, Twitter, Amazon.com, and Flyertalk.com,
demonstrate that incorporating those user social effects can
significantly improve sentiment identification accuracy.

Keywords—Sentiment, social effects, collaborative filtering, peer
influence.

I. INTRODUCTION

Social media has become one of the most popular commu-
nication platforms that allow users to discuss and share topics
of interest without necessarily having the same geo-location
and time. Information can be generated and managed through
computers or mobile devices by one person and consumed by
many others. Different people can express different opinions
on the same topic. People can also express their opinions
on multiple topics of interest. A wide variety of topics,
ranging from current events and political debate, to sports
and entertainment, are being actively discussed on these social
forums. For example, Facebook users could comment on or
“like” campaigns posted by a company. Twitter users could
send tweets with a maximum length of 140 characters to
instantly share and deliver their opinions on politics, movies,
sports, etc. Some e-commerce platforms, such as Amazon.com,
etc. allow users to leave their reviews on products. Some
online forums such as Flyertalk.com allow registered users to
comment airlines in terms of services, prices, delays, dining,
security, etc. The power of social media as a marketing tool has
been recognized, and is being actively used by governments,

major organizations, schools and other groups to effectively
and quickly communicate with a large number of people.
Another important metric for business to measure their online
reputation is word of mouth publicity. Word of mouth is the
process of spreading information from person to person, and
is often done through social media networks. Social media is
also a good platform to help companies or organizations target
potential customers to publish their advertisements based on
user historical behavior information.

Identifying sentiments in social media platforms has become
an important issue and has attracted a lot of attention. The
results of sentiment analysis can help users or managers make
informed decisions. For example, marketing leaders or product
managers might collect and analyze network information,
feedbacks, and comments on their campaigns aiming to adopt
efficient advertising strategy and improve product quality.
Recently, there has been a number of studies attempting to
identify sentiments of social media data [11]–[16]. However,
most of these works focus on designing algorithms by mining
only textual information in social media. Few works have
considered user social effects from heterogeneous social enti-
ties, including user preferences on topics, peer influence, user
profile information, etc. Sentiment of user-generated content
can be affected by these social effects. This work studies to
combine them for improving sentiment identification accuracy
from large amounts of data.

We believe that incorporating user social effects in sentiment
analysis can help reduce biases from individual views. The
reason is that users’ opinions are usually affected by their so-
cial environment. Specifically, 1) Users usually have different
preferences on various topics. Sentiments of comments made
on different topics should not be equally considered; 2) Based
on the herd behavior in psychology, people usually follow what
previous users said. Therefore, influence of comments from
previous users (peer influence) should also be considered in
sentiment identification; 3) From the data, we also found that
males express sentiment differently from females.

In this paper, in order to address these problems we pro-
pose a model to incorporate each social effect and show the
accuracy of sentiment prediction is improved by coupling with
previously developed textual analysis algorithms. We conduct
our experiments on data from several major types of social
platforms, including social networking sites: Facebook, Twit-
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ter; online e-commerce sites: Amazon.com; and online forums:
Flyertalk.com. Due to the volume of the data, we employ a
distributed item-based collaborative filtering technique to cal-
culate user preferences on different topics. Different similarity
measurements are tested to obtain a minimum estimation error.
To reduce the data sparsity, we use high-level information such
as categories on Facebook/Twitter instead of individual pages
to represent “items”. In summary, the contributions of this
paper are as follows.
• We present a distributed item-based collaborative filter-

ing technique to approximate user preferences based on
large amounts of user historical activities.

• We develop a model to capture the influence of com-
ments from previous users (peer influence) based on herd
behavior in psychology.

• We propose a systematic framework to improve senti-
ment identification by incorporating user social effects,
such as user preference, peer influence, and user profile,
in addition to textual sentiments.

• Experiments on four major social media data show
that our method can significantly improve sentiment
classification accuracy.

The rest of this paper is organized as follows. We list
some related work in Section II. We describe the problem
statement in Section III. In Section IV, we first present the
overall system framework. Then, we show how to estimate user
preferences using distributed collaborative filtering techniques,
present how to model the peer influence, and describe a textual
analysis algorithm. Section V shows experimental data and
results, which is followed by the conclusion and future work
in Section VI.

II. RELATED WORK

The main research efforts on sentiment include various
sentiment identification applications in different domains and
sentiment classification [11]–[16]. Most of them deal with one
of two problems. The first problem is that researchers took
state-of-the-art sentiment identification algorithms to solve
problems in real applications such as summarizing customer
reviews [2] and finding product features that imply opin-
ions [18]. In [3], authors analyzed sentiments about movies
in twitter and attempted to predict box office revenue. Joshi et
al. used a similar technique to predict box-office revenue of
movies using review text [4].

The other problem is to design new sentiment detection,
identification, and classification algorithms. These efforts fall
into three major categories. 1) Bag-of-Words approaches pro-
duce domain-specific lexicons. There is a vast body of research
which attempts to incorporate them as features in machine
learning models [5], [7], [21]. For example, [26] incorpo-
rated Internet languages, such as emoticons to improve the
sentiment classification of social media data. 2) Rule-based
approaches have also been studied by many researchers. The
authors in [22] proposed compositional semantics, which is
based on the assumption that the meaning of a compound
expression is a function of the meaning of its parts and of
the syntactic rules by which they are combined. They have

developed a set of compositional rules to assign sentiments
to individual clauses, expressions and sentences. 3) Recently,
there has been a wide range of machine learning techniques,
which classify the whole opinion document (e.g., a product
review) as positive or negative [7], [8], [10], [29]. In [22],
the authors viewed such sub-sentential interactions in light
of compositional semantics, and presented a novel learning-
based approach that incorporates structural inference moti-
vated by compositional semantics into the learning proce-
dure. In [7], authors employed machine learning techniques
to classify documents by overall sentiments and conducted
their experiments on movie reviews and the results show
that three machine learning methods they employed (Naı̈ve
Bayes, maximum entropy classification, and support vector
machines) do not perform as well on sentiment classification
as on traditional topic-based categorization. In [6], authors
presented a linguistic analysis of conditional sentences, and
built some supervised learning models to determine if senti-
ments expressed on different topics in a conditional sentence
are positive, negative or neutral. Several researchers have
also studied feature/topic-based sentiment analysis [17]–[21].
Their objective is to extract topics or product features in
sentences and determine the associated sentiments. In [5],
authors used feature-based opinion mining model to identify
noun product features that imply opinions. In [9], authors
proposed an approach to extract adverb-adjective-noun phrases
based on clause structure obtained by parsing sentences into
a hierarchical representation. They also proposed a robust
general solution for modeling the contribution of adverbials
and negation to the score for degree of sentiment. In [23],
authors showed that information about social relationships can
be used to improve user-level sentiment analysis. In [30], [31],
authors considered network context to model the effect of
emotions in sentiment. Our work is different from this in that
we capture relationships among social entities and incorporate
user social effects into sentiment identification.

Our work is also related to collaborative filtering (CF). CF
is a technique by using the known preferences of a group of
users to make recommendations or predictions of the unknown
preferences for other users. GroupLens [27] first introduced an
automated collaborative filtering system using a neighborhood-
based algorithm. They used Pearson correlations to weigh
user similarity, used all available correlated neighbors, and
calculated a final prediction by performing a weighted average
of deviations from the neighbor’s mean.

III. PROBLEM STATEMENT

Current major social platforms such as Facebook, Twitter,
Amazon.com, and Flyertalk.com have common structures
which allow users to interact with each other. One user
(can also be an administrator for a public page) launches
discussions (D1, D2, · · · , Di, · · · , Dd) on various social
topics, products, or brands (B1, B2, · · · , Bi, · · · , Bb).
Each Bi has a specific category Ci. Users with different
backgrounds and interests can make their comments, which
can be either positive, negative, or objective. They can
read comments from previous users. Therefore, they can
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be influenced by these previous comments, which is called
herd behaviors in psychology [24]. Usually, these comments
are displayed in multiple pages because they can not be
shown in one page due to the size. In addition, users can
also use other ways quantitively/qualitatively rate objects
(e.g., a 5-star rating on Amazon.com and the “like” button
on Facebook). They can help us estimate user preference
which consequently affects sentiments. In this paper, the goal
is to incorporate these social effects to improve sentiment
identification. Slightly more formally, we define our problem
as follows.

Input: 1) A discussion thread Di under a social brand
Bi with a topic (usually category) Ci, and the sentiments of
all previous textual comments (T i

1, T i
2, · · · , T i

m−1) made by
users (U i

1, U i
2, · · · , U i

k), where k ≤ m− 1, because each user
can make more than one comment.

2) PUi
mCi : the preference on the current topic Ci from the

U i
m user. All these kinds of preferences are calculated using

collaborative filtering described in section IV-A.

Output: The identified sentiment of the mth comment (T i
m)

from some user (U i
j ). This is an iterative process since the first

comment.

IV. METHODOLOGY

In this section, we first present our systematic overall
framework of sentiment identification by incorporating user
social effects. Within this system, a support vector machine
(SVM) learning model is employed to classify sentiments.
Four major features include user preference (“UserPref”), peer
influence (“PeerInf”), textual analysis (“TextSent”), and user
profile information (“GenCat”). In the following sections,
we introduce each in details. First, a distributed item-based
collaborative filtering technique is used to approximate user
preferences on topics based on large amounts of user his-
torical activities. Then, we analyze how previous comments
affect user sentiments and model peer influence (named as
“PeerInf”). Then, we introduce our textual analysis algorithm
and discuss how user profile information (e.g., gender) affects
sentiment classification. Figure 1 shows the framework of
our sentiment identification system. The training and testing
datasets are randomly generated from our large labeled data
pool.

A. UserPref: User Preference

The motivation of approximating user preferences (“User-
Pref”) on topics (e.g., sports, TV show, politics, clothing,
food/beverages, etc.) is that user preferences can somehow
reflect user sentiments. The reason that the user preference
approximation is based on user historical activities (likes or
ratings instead of comments) is that these quantitative measures
can more directly reflect the strength of user preferences.
We use collaborative filtering (CF) techniques to approximate
user preferences based on the user-item matrix (“item” can

Facebook	
  
Twi,er	
  
Amazon	
  
FlyerTalk	
  

Comments	
  
Tweets	
  
Reviews	
  

Discussions	
  
User	
  profiles	
  

API/RSS	
  

User	
  Preferences	
  
(UserPref)	
  

Item-­‐based	
  CF	
  

Textual	
  SenHments	
  
(TextSent)	
  

Trained	
  
model	
  
(SVM)	
  

Training	
  /	
  TesHng	
  Dataset	
   Classified	
  senHments	
  

Peer	
  Influence	
  
(PeerInf)	
  

User	
  Profile	
  
(GenCat)	
  

Fig. 1: The general framework of the social sentiment identi-
fication system. “TextSent”, “UserPref”, “PeerInf”, and “Gen-
Cat” are four major features.

be page category on Facebook/Twitter or product category on
Amazon.com or airlines on Flyertalk.com).

There are three types of collaborative filtering: user-based,
item-based, and content-based. In the user-based collaborative
filtering system, especially neighborhood-based, the user-user
similarity computation step turns out to be the performance
bottleneck, which becomes worse in our case because of a
large number of users. One way of ensuring high scalability is
to use an item-based approach. One possible way of computing
the item similarities is to compute all-to-all similarity and
then performing a quick table look-up to retrieve the required
similarity values. This method requires an O(k2) space for
k items. Using single CPU to solve this problem would
be extremely time consuming. In this paper, we employ a
scalable item-based collaborative filtering library implemented
by Mahout1.

The most challenging issue in our item-based collaborative
filtering is data sparsity which can be alleviated by reducing
the number of columns. Our strategy is to integrate multiple
low-level items into less high-level items. For example, “Mac”,
“iPhone” have the same category on Facebook: “computer &
electronics”. “Computer & electronics” now is a high-level
item replacing 2 low-level individual items (pages). All user
activities on 2 individual pages will be aggregated into the
“computer & electronics” item. The rows of the “user - item”
matrix has millions of social users and its columns are those
high-level items. The motivation to use “user - item” matrix
to generate user preferences is based on the assumption that
users may express similar sentiments on items with similar
items. For example, a user who likes TV/movies is likely to
like musician band page as well. In addition, the number of
high-level items is significantly less than the number of low-
level items. The number of items now is reduced to the number
of categories which is much less than the number of individual
pages. Therefore, using high-level items can solve the data

1http://mahout.apache.org/



4

sparse problem.
Another important issue in the item-based collaborative

filtering is how to compute the similarity between items and
then how to select the most similar items. The prediction
is made by taking a weighted average of the target user’s
ratings on these similar items. The basic idea in similarity
computation between item i and item j is to first isolate the
users who have rated both of these items and then to apply a
similarity computation to determine the similarity si,j . There
are many different ways to compute the similarity. Here we
describe 5 measures. We also investigate which measure gives
the minimum approximation error.
• Cosine similarity: The similarity is measured by com-

puting the cosine of the angle between two vectors. Sim-
ilarity between item i and item j, denoted by sim(i, j)

is defined by sim(i, j) = cos(~i,~j) =
~i•~j
‖~i‖∗‖~j‖ , where “•”

denotes the dot-product of the two vectors.
• Pearson correlation similarity: Similarity between items

i and j is measured by computing the Pearson corre-
lation corri,j . Let U denote the set of users who both
rated i and j, then the correlation similarity is defined by
corri,j =

∑
u∈U (Ru,i−~Ri)(Ru,j−~Rj)√∑

u∈U (Ru,i−~Ri)2
√∑

u∈U (Ru,j−~Rj)2
, where

Ru,i denotes the rating of user u on item i, ~Ri is the
average rating of the i-th item.

• Tanimoto coefficient similarity: A “similarity ratio” is
given over bitmaps, where each bit of a fixed-size array
represents the presence or absence of a characteristic
in the plane being modeled. The definition of the ratio
is the number of common bits, divided by the number
of bits set in either sample. Presented in mathematical
terms, if item X and Y are bitmaps, Xi is the i-th bit of
X , and ∧, ∨ are bitwise and, or operators respectively,
the the similarity ratio Ts is Ts(X,Y ) =

∑
i(Xi∨Yi)∑
i(Xi∧Yi)

.
If each item is modeled instead as a set of attributes,
this value is equal to the Jaccard Coefficient of the two
sets. Tanimoto goes on to define a distance coefficient
based on this ratio, defined over values with non-zero
similarity Td(X,Y ) = −log2(Ts(X,Y )).

• Log-likelihood based similarity: It is similar to the Tan-
imoto coefficient-based similarity, though more difficult
to understand intuitively. It is a metric that does not take
account of individual preference values. It is also based
on the number of common items between two users,
but, its value is more an expression of how unlikely it
is for two users to have so much overlap, given the total
number of items out there and the number of items each
user has a preference for.

• Euclidean distance based similarity: It is most commonly
used distance between two points (two vectors i and j).

It is defined as sim(i, j) =
√∑N

n=1(in − jn)2, where
N is the dimension of vectors (the number of users in
our case).

We describe two evaluation metrics for choosing best
similarity measure using item-based collaborative filtering

(MAE and RMSE). The results will be described in Section V.

(1) Mean Absolute Error (MAE) between actual user ratings
(Xi) and predictions (Yi) is a widely used metric. MAE is
a measure of the deviation of recommendations from their
true user-specified values. For each pair of < Xi, Yi >, this
metric considers the absolute error: | Xi − Yi |. The MAE is
computed by first summing these absolute errors of the N
corresponding rating - prediction pairs and then computing the
average. Mathematically, MAE =

∑N
i |Xi−Yi|

N . The lower the
MAE, the more accurately CF predicts the user preferences.

(2) Root Mean Squared Error (RMSE) is also a frequently
used measure of the differences between the actual user
ratings (Xi) and the predicted user preferences (Yi). For each
pair of < Xi, Yi >, the RMSE is defined as: RMSE(X,Y )

=
√∑N

i=1(Xi−Yi)2

N . The lower the RMSE, the more accurately
CF predicts user preferences.

Weighted sum strategy: We use the weighted sum strategy to
approximate the user preference on each item. It computes the
predicted value (preference score) Pu,i on an item i for a user
u by computing the sum of the ratings given by the user on the
items similar to i. Each rating is weighted by the corresponding
similarity Si,j between items i and j. It is formally defined
as:

Pu,i =
∑

j∈IS Si,j∗Ru,j∑
j∈IS |Si,j | ,

where:
IS: the set of all items similar to i;
Ru,j : the rating on item j from user u, which is the normalized
number of “likes” or normalized “rating” score from user u
on item j.

B. PeerInf: Peer Influence
In social psychology, herd behaviors may occur frequently

in everyday decisions based on learning from others’ infor-
mation [24]. In social platforms, it is also very common to
see that content generated by one person could be viewed,
cited, or duplicated by others. For example, customer reviews
on a product written by the first reviewer usually has higher
credibility than others and has a big impact on future review
content. In this paper, we incorporate this herding social effect
in predicting sentiments of comments.

We assume that if most of previous comments in one
discussion are positive, it is likely to give a positive comment,
and similarly for the negative case. If it is the first comment,
then the corresponding sentiment is mostly decided by com-
mentor’s own opinion. For example, we randomly pick 1, 000
posts from 5 different Facebook pages and 1, 000 discussion
threads from 5 different airlines on the Flyertalk.com forum.
The average number of comments per post and per thread
is 794 and 32, respectively. The sentiments are identified by
the state-of-the-art textual algorithm first and then manually
corrected. The Figure 2 shows that most of comments have
similar sentiment orientations. There are 900+ Facebook posts
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and 850+ forum threads with 80 − 90% percentage of same
sentiments of their posts. In addition, each discussion thread

0−10% 10−20% 20−30% 30−40% 40−50% 50−60% 60−70% 70−80% 80−90% 90−100%
0

200

400

600

800

1000

The percentage of comments having similar sentiment orientations

T
h

e
 n

u
m

b
e

r 
o

f 
d

is
c
u

s
s
io

n
 t

h
re

a
d

s

 

 

Facebook

Flyertalk

Fig. 2: Most of people have similar sentiment orientations
within the same discussion on Facebook and Flyertalk.

has multiple pages of comments if it has more than a specific
number of comments. For example, each page has maximum
50 comments on Facebook by default. Usually, it’s not likely
for users to read them all from previous pages when they make
their own ones. Therefore, we introduce an exponential decay
factor which weakens the effect of comments on higher page
numbers. The older the page, the smaller the impact of its
sentiments on the current user. For the ith page, the weight is
e1−i. The current page is the first page. The oldest one is in
the last page. We name this feature “PeerInf” in our system.
It is mathematically defined as follows.

PeerInf = 1{NF} ∗
∑

i PosRi∗e1−i

N (?)

where:
1{NF} =

{
1 if it is not the first comment;
0 otherwise.

i: the page number;
N: total number of pages;
PosRi: the positive ratio of all previous comments in the ith

page.

C. GenCat: User Profiles
Furthermore, the types of topics (e.g., Facebook/Twitter

page category, product category on Amazon.com, airlines on
Flyertalk.com) and the user profile information (e.g., gender)
are also weak indictors of sentiment orientation. Due to the
privacy setting, we could not get other user profile information,
such as geo-location, user friends, education backgrounds, user
interests, etc. We randomly pick 3 different page categories
from Facebook and Twitter (politician, technology, and fash-
ion) to see their sentiment distribution in terms of gender and
topic type (category). Table I shows that female are more
positive than male and fashion page has a higher percentage
of positive sentiments than politician page on Facebook and
Twitter. We also checked some other categories and found that
they follow the same pattern. We name this feature “GenCat”
in our system.

D. TextSent: Textual Sentiment
Besides the user social effects, the text itself also plays

an important role in sentiment identification. Therefore, we

TABLE I: Differences of sentiment orientations under different
genders and topics (e.g., page categories) on Facebook and
Twitter.

Name Gender Positive Total number
(Category) ratio of comments+tweets

Barack Obama M 0.61 6,837,096(Politics) F 0.69
Chicago Bulls M 0.68 462,092(Sports) F 0.79
DKNY M 0.94 14,284(Fashion) F 0.96

here describe our textual sentiment algorithm. We consider
three types of values: positive, negative, and objective. Our
textual sentiment identification algorithm integrates the fol-
lowing three different individual components. The first is
a rule-based method extended from the basic compositional
semantic rules [22] which include twelve semantic rules and
two compose functions. Take Rule A for example: If a sentence
contains the key word “but”, then consider only the sentiment
of the “but” clause. According to this rule, the following
statement is considered positive: “I’ve never liked that director,
but I loved this movie.”. Compose functions generate integers
from −5 to +5 as output to represent sentiment scores. The
second component is a frequency-based method. We argue
that the sentiment should not be simply classified as positive,
negative, or objective but a continuous numerical score (e.g.,
−5 to +5) to reflect the sentiment strength. The strength of
a sentiment is expressed by the adjective and adverb used in
the sentence. We consider two kinds of phrases that derive
numerical scores: the phrases in the forms of adverb-adjective-
noun (abbreviated as AAN) and verb-adverb (VA). The scores
of key words were used are calculated based on a large
collection of customer reviews, each of which is associated
with a rating. The details of score calculation can be found
in our previous work [26]. Here, we present a few examples.
“Easy” has a score of 4.1, “best” 5.0, “never” -2.0, and “a bit”
0.03. Furthermore, the third bag-of-word component considers
special characters commonly used in social media text, such as
emoticons, negation words and their corresponding positions,
and domain-specific words. For example, ‘:)’ is a positive sen-
timent and ‘:(’ a negative sentiment. Some Internet language
expresses positive opinions like “1st!”, “Thank you, Obama”,
“Go bulls!”. Some domain specific words are also included,
like “Yum, Yummy” for food related brands. Finally, a random
forest machine learning model is applied to the features gen-
erated from outputs of the three components. The outputs are
represented as three basic features (TS1, TS2, TS3) and two
derived features (TS1+TS2, TS1−TS2). Our sentiment iden-
tification algorithm is trained on manually labeled Facebook
comments and Twitter tweets and achieve an accuracy of 86%.
We name this textual sentiment result as feature “TextSent” in
our system.

V. EXPERIMENTS AND RESULTS

In this section, we first describe four datasets. Data can
be downloaded through the Facebook Graph API, Twitter
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Search/Streaming API, Amazon.com Product API, and Fly-
ertalk.com RSS feed. After collecting data, we design a
filtering system to remove spam users. Once the data is clean,
for each comment or review, we run the textual algorithm to get
the textual sentiment result (“TextSent”). We run distributed
item-based collaborative filtering on the “user-item” matrix to
get the user preference for each item (“UserPref”). Then, peer
influences (“PeerInf”) is calculated based on the definition (Eq.
(?)). Some other additional information, such as user gender,
topics, come along with the data. We train and test our model
on Facebook comments, Twitter tweets, product reviews, and
Flyertalk comments. All these data were manually labeled as
either positive, negative or neutral.

A. Experimental Data and Setup

For each page in Facebook data, we download all posts,
comments, likes, and corresponding user profile since the
first day they opened their account on Facebook. For each
Twitter page, we download tweets, follower, and corresponding
user profile. For each product on Amazon.com, we download
all product information and corresponding reviews. These
products are from 10 randomly picked categories. For the
Flyertalk.com, we use all discussions from July, 2010 to June,
2012 via their RSS feed.

Due to differences among these datasets, some features
in our system would be varied or missed. For example,
the element Mij in the “user-item” matrix M for Facebook
is from the number of “likes” given by the user i to the
category j. However, Mij is from the 5-star rating score
for product reviews, generated from “if following or not” on
Twitter. And this matrix is missed for Fyertalk.com forum
data because there is no other quantitative ways to represent
user’s preferences on different airlines except their discussion
comments. The Table II lists the features we use to do training
on each dataset. Some features are missed because of the lack
of data.

Data Cleaning: Due to the data redundancy and noises,
we designed some rules to clean our data. We take Facebook
for example. By June 1, 2012, we had 12, 063 pages and
approximately 280 million users in our database. We sort
Facebook pages by the number of fans. As the first step, we
removed pages which have very few fans or the number of
post likes, because fewer user post likes can not contribute
to statistically significant results. There were 7, 580 Facebook
pages left. Further, we designed a simple and conservative
strategy to filter out spam users. We found that on average,
a user becomes a fan of, and likes posts on 8.99 categories
and 7.45 pages, as shown in the Figure 3a and the Figure 3b.
Users connecting to an extremely large number of pages are
likely to be spam users or bots. For example, there is one user
who likes posts across 520 different pages. Most of the users
are interested in a handful of pages. In our experiments, we
set the threshold of 150 to discard users like posts on more
than 150 pages. In addition, we also observed that some spam
users like many posts launched by the same page. For example,
there is one user who liked 7, 963 posts out of total 8, 549
posts. We set this threshold to be 90% for every user except

the page owner. Lastly, we also removed users who posted
many duplicated comments on the same brand and most of
the duplicated comments contain URL links. A test on Barack
Obama’s page, found 209, 864 duplicated comments out of
2, 987, 505 in total. After these data cleaning steps, the data
size was reduced significantly. Table III shows the stats of
cleaned data for computing “UserPref” value for each user on
each category.
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Fig. 3: The distribution of individual pages and categories on
Facebook access by users. The Y -axis is taken by log function.

TABLE III: The stats of our experimental data for calculating
user preference.

Facebook Twitter Amazon.com
# of unique users 97, 699, 832 55,367,807 6, 357
# of items (category) 150 150 10

Experimental Setup: The most time consuming part of our
experiments is user preference approximation using item-based
collaborative filtering. We used a Hadoop based system which
contains 20 Linux-based nodes. Each node is a PC with AMD
dual cores and 2GB of RAM.

B. Experimental Results

In this section, we first present the minimum estimation
error for 5 different similarity measures of using the item-
based collaborative filtering to estimate user preferences. And
we also compare the time taken by Hadoop-based and single-
node based collaborative filtering algorithms. Then, we show
the sentiment classification accuracy and how well each feature
contributes to the prediction accuracy.

1) User Preference Approximation: Figure 4 shows MAE
and RMSE under different similarity measures of the user pref-
erence approximation using item-based collaborative filtering
engine. The Euclidean distance measurement gives the best
performance for both MAE and RMSE. The smaller the error,
the better the performance of a similarity measure. The running
time of user preference prediction was significantly improved
using distributed computing. Hadoop implementation took
about 34 and 21 minutes on average for Facebook and Twitter,
whereas the single CPU implementation can not complete even
in 10 hours. For the small data from Amazon.com, it is finished
very quickly. We do not calculate user preference for Flyertalk
because there is no user rating functionality on Flyertalk.
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TABLE II: The features of learning model for 4 datasets and their differences. Topic is modified based on the raw Facebook
category. The total categories we used in our experiments is 150. “×”: missed; “

√
”: existing.

Data Source TextSent UserPref PeerInf GenCat
Gender Topic

Facebook comments user-post likes on categories
√ √

predefined category
Twitter tweets user-category following

√ √
predefined category

Amazon product reviews user-product rating
√

× product category
Flyertalk airline discussion comments ×

√
× airline types
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(b) Twitter data
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Fig. 4: MAE and RSME of item-based collaborative filtering under 5 different similarity strategies.

2) Sentiment Classification: We now present the classifica-
tion accuracy for sentiment prediction and the contribution of
each factor (“TextSent”, “UserPref”, “PeerInf”, “GenCat”) to
the prediction accuracy. We chose 4, 000 subjective instances
(2, 000 positive and 2, 000 non-positive) in each data source
to form our 4 training sets. We run support vector machine
(SVM) with 10-fold cross validation. Table IV shows the
classification accuracy of using compositional semantic rules
(CSR) algorithm [22], supervised and unsupervised meth-
ods [28], some previous methods, and the accuracy with
different combinations of features from our proposed user
social effects. The results show that using all four major
features gives the best performance, with each feature in-
crementally enhancing the prediction accuracy. This means
that incorporating social effects such as user preference, peer
influence, user profile, and topics, is potentially helpful to
improve the sentiment identification for social media data. For
the short texts, such as Facebook comments and Twitter tweets,
user preference (“UserPref”) get higher improvement than peer
influence (“PeerInf”) and user profile information (“GenCat”).
Because “likes” or ratings carry more opinions than comments.
However, the peer influence has a higher impact of sentiment
identification on longer texts such as products reviews on
Amazon.com and flight discussions on Flyertalk. Most of long
texts deliver much more comprehensive information on which
future reviewers or commentors rely more. And it is more
difficult for future reviewers or commentors to read through
many old reviews or comments. Due to the missing user
profile information and missing functionalities on Flyertalk,
the accuracy only changes when peer influence is added.

TABLE IV: The classification accuracy under different com-
binations of features and using existing sentiment algorithms.
SS: semantic features + syntactic features used in [28].

Baselines Sentiment Accuracy
Facebook Twitter Amazon.com Flyertalk

Compositional Semantic Rules (CSR) 72.0% 74.0% 57.0% 63.0%
SVM on SS 60.0% 60.7% 63.5% 63.2%
Logistic Regression on SS 61.2% 61.2% 63.7% 62.4%
HMM on SS 61.0% 61.7% 64.0% 64.2%
CRF on SS 61.4% 60.5% 69.3% 66.5%
Pang’s method [7] 84.3% 81.0% 82.9% 69.7%
Liu’s method [2] 84.8% 85.0% 74.9% 66.6%

Model Features Sentiment Accuracy
Facebook Twitter Amazon.com Flyertalk

TextSent only 86.0% 86.0% 74.0% 71.0%
TextSent + UserPref 89.4% 89.2% 79.1% 71.0%
TextSent + UserPref + PeerInf 91.7% 92.0% 84.2% 75.5%
TextSent + UserPref + PeerInf+ GenCat 92.6% 93.5% 84.2% 75.5%

VI. CONCLUSION AND FUTURE WORK

In this work, we proposed a systematic framework to
classify sentiments for social media data. Various types of
user social effects have been incorporated into our system
including user preference, peer influence, user gender, and
topics. We also presented a distributed item-based collaborative
filtering technique to approximate user preferences. We model
how previous comments or reviews affect sentiment of current
comments. We conducted our experiments on four data from
Facebook.com, Twitter.com, Amazon.com, and Flyertalk.com.
The experimental results demonstrated that we can get signif-
icantly better classification accuracy compared to textual sen-
timent identification algorithms and state-of-the-art supervised
and unsupervised learning algorithms.

In the future, we will incorporate more network data,
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such as friendship, geo-location, and so on. Although more
complicated model could make the model more realistic,
the computational complexity will become more challenging.
In addition, finding a more efficient collaborative filtering
algorithm and sampling technique would be extremely helpful
as well.
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