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1 Research mo,va,on
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• “Question-answer” textual data

Ques%on Answer 1

Answer 2

Answer 3

Note: “Question-answer” refers to a general structure
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• “Question-answer” textual data

Q&A in online knowledge communi,es
Question Answer 1

Answer 2

Answer 3

Note: “Ques6on-answer” refers to a general structure
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• “Ques3on-answer” textual data

Social media posts and responsesQuestion Answer 1

Answer 2

Answer 3

Note: “Question-answer” refers to a general structure
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• “Question-answer” textual data

Question Answer 1

Answer 2

Answer 3

Note: “Question-answer” refers to a general structure

• Millions of users
• Stack Exchange (100+M users), Quora (300+M users)
• Twitter (300+M users), Reddit (400+M users) 

• Huge business opportunities
• $ 65.31 billion on social advertising (US) (eMarketer, 2022)
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• “Question-answer” textual data

Product descrip,ons and reviewsQuestion Answer 1

Answer 2

Answer 3

Note: “Ques6on-answer” refers to a general structure
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• “Ques3on-answer” textual data

News articles and commentsQues%on Answer 1

Answer 2

Answer 3

Note: “Question-answer” refers to a general structure
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• “Question-answer” textual data

How to extract informa3on from texts?

• User interests’ discovery
• Consumer behavior analysis
• Empirical IS research

Question Answer 1

Answer 2

Answer 3

Note: “Ques6on-answer” refers to a general structure
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• Topic models

Document Interpretable topics
“Summarize”

Example: … my recent Starbucks experience … delightful taste … rich, velvety 
caramel perfectly complemented the smooth espresso … nuanced flavors ... 
incredible service … genuine warmth and enthusiasm … passion for coffee … 
attention to detail … every step executed with precision … danced on my taste 
buds … memorable journey … marriage of taste and service.

Topic 2 (29%): taste Other topics … … …

Topic modeling

Topic 1 (42%): service



1 Research motivation

9

• Topic models

Document Interpretable topics
“Summarize”

Example: … my recent Starbucks experience … delighUul taste … rich, velvety 
caramel perfectly complemented the smooth espresso … nuanced flavors ... 
incredible service … genuine warmth and enthusiasm … passion for coffee … 
aXen6on to detail … every step executed with precision … danced on my taste 
buds … memorable journey … marriage of taste and service.

Topic 2 (29%): taste Other topics … … …

Topic modeling

Topic 1 (42%): service

Taste
Flavor
Smooth
Rich
Nuance

0.180
0.049
0.042
0.033
0.027

Service
Experience
Journey
Warmth
Enthusiasm

0.069
0.041
0.039
0.029
0.018

Each topic interpreted 
by a word distribution
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Document Interpretable topics
“Summarize”

Downstream applications

User profiling Friendship suggestion Trending topic detection… … …

User A: football fan
User B: foodie
… … Potential friend

Analyzing customer reviewsUser interests’ discovery

(Geva et al. 2019,
MIS Quarterly)

(Büschken and Allenby 2020, 
Marke/ng Science)

(Li et al. 2016,
Management Science)

• CRM
• Brand percep%on
• Product design

• Topic models
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Question Answer 1

Answer 2

Answer 3

• Topic models

• Exis%ng generic topic models (e.g., LDA)

• Posts are independent

• No structural rela%onships 

Observed structure

Goal: Develop a new topic model to capture the complex structural relations

Ques%on: … data I am working with is not 100% clean ... What are the best prac%ces in such a case as this? 

Answer A: 1. Do not modify the original data. Having the original data source intact is important ...

Answer B: … I agree with the other posters that you should not modify the original data, but add fields 
for corrected values. I developed a technique in our systems (opengeocode.org) …



2 Model development: Key features
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Ques%on Answer 1

Answer 2

Answer 3

• Three key features

Q A ≠

(1) Q&A rela@onship

Dependency Variation

(2) Threaded structure + heterogeneity

Q A

Follow-up answer
Depend on prior answers?

Novel answer

Yes

No

(3) Heterogeneous impacts

Question

Prior answers
Current answer
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2 Model development: Our novel framework 

• Develop a novel unsupervised Bayesian topic modeling framework

Key 1: Q&A relationship

Key 2: threaded structure

Key 3: Heterogeneity



• Complex model inference and es3ma3on under high interdependencies
• Model inference

• Varia%onal mean-field inference and coordinate ascent algorithm
• Maximize the evidence lower bound (ELBO)

• Parameter es%ma%on
• Varia%onal expecta%on-maximiza%on (VEM) 
• Maximize the likelihood bound

14

2 Model development: Inference and estimation
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3 Model evaluation: Datasets

• Real-world datasets

• Stack Exchange, 6 categories

• Quora, 3 categories



• Real-world datasets
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3 Model evaluation: Datasets

Descrip%ve sta%s%cs of the Stack Exchange dataset 

Descriptive statistics of the Quora dataset 

• Stack Exchange, 6 categories

• Quora, 3 categories

Number of Q&A threads: 1,000 ~ 100,000



• Perplexity: based on log-likelihood (Blei et al. 2003; Roberts et al. 2019)
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3 Model evaluation: Statistical model fit

𝑝𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = exp −
log 𝑝 𝒘

∑!
|#!"#!|∑$%&' 𝑛𝑢𝑚!

$

Lower perplexity Higher likelihood Beber model fit / generalizability

How “perplexed” the model is? 



• Perplexity: based on log-likelihood (Blei et al. 2003; Roberts et al. 2019)
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Perplexity comparison for the Stack Exchange dataset Perplexity comparison for the Quora dataset 

3 Model evaluation: Statistical model fit

Lower perplexity Higher likelihood Better model fit / generalizability
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Coherence comparison for the Stack Exchange dataset Coherence comparison for the Quora dataset 

3 Model evalua,on: Sta,s,cal model fit
• Coherence score

• “Similarity” (word co-occurrences) of the top words within a topic 
• Higher score indicates the learned topics are more coherent (Syed and Spruit 2017; Dieng et al. 2020)
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3 Model evalua,on: More direct evalua,on

Document Interpretable topics
“Summarize”

Statistical model fit Prac%cal use

Representation capability Human interpretability

Downstream applica@ons



• Document classification task (Zeng et al. 2019; Yang et al. 2022)
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Predic%on accuracy of different methods

3 Model evaluation: Representation capability

Topic vectors Document category 
Predict



• Lab studies
• word intrusion and topic intrusion tasks (Chang et al. 2009; Bao and Daba 2014; Palese and Piccoli 2020)

22

Human evalua%on results of word intrusion and topic intrusion tasks 

3 Model evalua,on: Interpretability

Model Human
consistency
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4 Downstream applica,ons

Statistical model fit Representa%on capability Interpretability

A better topic model

User profiling Friendship suggestion Trending topic detection… … …

User A: football fan
User B: foodie
… … Poten6al friend

Analyzing customer reviewsUser interests’ discovery

(Geva et al. 2019,
MIS Quarterly)

(Büschken and Allenby 2020, 
Marke/ng Science)

(Li et al. 2016,
Management Science)

• CRM
• Brand percep%on
• Product design
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• Example: user profiling
• User interests’ discovery (He et al. 2017; Dhillon and Aral 2021)

4 Downstream applica,ons

Historic posts

Topics of interest

User profile

Identify 
interested 

content

Train model
Machine learning
Economics of IS 
…

0.50
0.30
…

User profile of me J

E.g., Predict the next question the user answered
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User profiling performance comparison of different methods

• Example: user profiling
• User interests’ discovery (He et al. 2017; Dhillon and Aral 2021)

4 Downstream applica,ons
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Empirical research

• Topics as “independent variables” (Yue et al. 2019, MIS Quarterly; Narang et al. 2022, Journal of 
Marketing Research; Gour et al. 2022, Production and Operations 
Management)

• Topics as “dependent variables” (Singh et al. 2014, Informa>on Systems Research; Tirunillai and Tellis 
2014, Journal of Marke>ng Research; Geva et al. 2019, MIS Quarterly)

• Topics used to derive new variables (Ghose et al. 2019, Management Science; Pu et al. 2022, 
Informa>on Systems Research; Bachura et al. 2022, MIS Quarterly)

Document Interpretable topics
“Summarize”

Practical applications

4 Downstream applica,ons
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5 Model extensions

Ques%on Answer 1

Answer 2

Answer 3

Scenario 1

Comment 1-1

Comment 1-2

Question Answer 1-1

Answer 1-2

Answer 1-3

Answer 2-1

Answer 2-2

Answer 2-3

Comment 1-3

Scenario 2 

Ques%on 1

Answer 1

Ques%on 2

Answer 2

Question 3

… …

Scenario 3



• Develop a novel unsupervised Bayesian topic modeling framework
• Complex Q&A relations and threaded structures among texts with heterogeneity

• Superior performance
• Statistical model fit, representation capability, and human interpretability

• Implications to IS researchers and practitioners in downstream empirical studies and practical tasks
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6 Summary



Thank you very much!
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• Well-known lab studies
• Word intrusion and topic intrusion tasks (Chang et al. 2009; Bao and Datta 2014; Palese and Piccoli 2020)
• Amazon Mechanical Turk (MTurk)
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Appendix: Human interpretability

Model Human
consistency

{elephant, tiger, horse, pig, cow} 

{elephant, tiger, horse, apple, pig, cow} 

apple
“intruder”

word intrusion example 



31topic intrusion example 

• Well-known lab studies
• Word intrusion and topic intrusion tasks (Chang et al. 2009; Bao and Datta 2014; Palese and Piccoli 2020)
• Amazon Mechanical Turk (MTurk)

Appendix: Human interpretability


