Review of Data Mining Algorithms

Supervised learning

e (Classification/ prediction

Unsupervised learning

. Clustering

* Association rule mining

Semi—supervised learning

* Active learning

Recommender systems

* Collaborative filtering

* Matrix completion

Graphical models
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Terminologies

* Dataset
DTraining set
DTesting set
DValidating set
. . Document 1 Document 2
Data representatlon Term Term Count Term  Term Count
(JFeature vector this 1 this 1
° TF/IDF IS 1 IS 1
N a 2 another | 2
idf (this, D) = log
( ) ° {de D :ted} sample | 1 example ' 3

tf(example, dy) = 3
idf (example, D) = log — ~ 0.3010
tfidf(example, dy) = tf(example, dy) x idf(example, D) = 3 x 0.3010 = 0.9030
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Supervised Learning

* Regression
dLinear regression
DLogistic regression
* Naive Bayes
DStrong independence assumption

* K-nearest neighboring (KNN)

* Decision Iree
JC4.5
(JCan handle both numerical and categorical features

DMissing values



Support Vector Machine

* Find a hyper—plane to maximize the functional
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* Evaluation
DAccuracy

I Precision-recall

[{relevant documents} N {retrieved documents}|

relevant elements

precision = |{retrieved documents}|

|{relevant documents} N {retrieved documents}|

recall = [{relevant documents}|
JF1 score
recision - recall
F=2.2

precision + recall

* Opver fitting
(J Cross-validation
u Regularization: L1/L2-norm
DEarly stopping
J Pruning
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false negatives true negatives

selected elements

How many selected How many relevant

items are relevant? items are selected?

Precision = Recall = —
5



Unsupervised Learning

. Clustering
(JK-means
n Spectral clustering

JHierarchical clustering
IDensity-based clustering (DBSCAN)

* Distance metric
JEuclidean
(dManhanttan
JCosine
4.



K-Means
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1) k initial "means” (in
this case k=3) are
randomly generated
within the data domain

(shown in color).
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2) k clusters are created
by associating every
observation with the
nearest mean. The
partitions here represent
the Voronoi diagram

generated by the means.
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3) The centroid of
each of the k clusters
becomes the new

mean.

4) Steps 2 and 3 are
repeated until
convergence has
been reached.



* Association rule mining (market basket analysis)
dixy} =>1{z}
Hix,y,2}=> {u,v}
d...

* Graph-based community detection

DModularity maximization-based

e Networks with high modularity have dense connections
between the nodes within modules but sparse connections

between nodes in different modules.
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Semi-supervised learning

* Active learning

learn a model machine learning

K model
labeled

training set

-
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unlabeled pool
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select queries
oracle (e.g., human annotator) 9



Representation learning
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Recommender Systems

* User-based collaborative filtering

* [tem-based collaborative filtering
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User-based filtering
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Item-based filtering

* Sparse matrix completion

I Netflix problem
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Graphical Models: Topic Modeling

Topics

gene 0.04
dna 0.02
genetic 0.01

Documents

Topic proportions and
assignments
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Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—
How many genes does anSrganism need 10
survive ! Last week ar the genome meeting
here ™ two genome rescarchers with radically
Jditterent approsches presented complemen-
tary views of the basic genes needed forl il

One research team, using computer 2maly

moes \'l'l'u.[ll‘_lu‘
that today " <SOrERmSIS cin be sustained with
just 250 genes, and that the carliest life forms
required a mere 128 penes. The e

ses Lo G IIII':‘.:I'\' L']h LN g A §

other researcher ||l.||"'l'-.l SUIWS

ma \HII]‘ (& [‘.ll ISt .‘I'hl sty
/ Haseriptvios
mated that for this organism, | oo
1103 geres

S0 genes are plenty to do the
\

job—but that anvthing short R Owm f soe o pees $
of 180 wouldn't be enough. "\_\ "'ﬁaw-m.,)" Yor bocnery S ad ~458 g 3
Although the numbers dont a8 s22gwes o i -
{ Mrvred
v + . . . + weis TN R 1% | iH )
natch precisely, those predictions w:::\-:.u  oo— o Lm'. L ALRY:
e SHET o

* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York,

“are not all thar far apare,” especially
N

comparisan to the 73,000 cenes m the hu
i, notes Siv Anderssop e Ty
University in 53 arrived ars
SO0 THut coming up with oot
sus answer may be more than just a2
numbers Mmesagcicularly nore god
IMOre genomes are Qe oped
sequenced. “le may be a way of organisy
any newly sequenced genome.” explains
Arcady Mushegian, a computational mo
lecular hiologist at the Nati

tor Biotechnology Informatior Bl

Stripping down. Computer analysis yields an esti-

May 810 12 mate of the minimum modermn and ancient genomes
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